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Manual prosodic labeling is a costly task from a resource
point of view requiring substantial time by the transcriber. Well-
trained human labelers are needed to perform an activity whose
duration has been estimated to take from 100-200 times real
time [1]. Offering the human labeler automatic predictions for
them to correct or validate is a useful strategy that allows the
transcriber to speed labeling. In the case of large speech cor-
pora several labelers work in parallel on different parts of the
corpus in order to be more efficient. If we also want the process
to be effective –in a context where there is a high level of un-
certainty in the labelers’ judgements– we must ensure that they
all follow the same labeling criteria. In the present paper we
demonstrate that assisting the transcribers with ToBI prosodic
labels assigned by an automatic classifier implies not only a re-
duction in manual transcription time but also an improvement
in consistency among transcribers.

We have used an automatic classifier of ToBI prosodic
events for which pitch accent classification accuracy of 70.4%
has been reported [2]. One of the reasons why it is difficult to
overcome this recognition rate is the high level of uncertainty
aforementioned concerning the labelers’ judgements. A study
has been conducted which supports this fact empirically [3] in
which different transcribers are asked to say what pairs of la-
bels they find most confusing. Furthermore, some ToBI labeled
corpora like [4] include notes of the transcribers stating that a
second label could also be used for tagging a given accent. Ad-
ditionally, in [5] we also identify the most confusing pairs of
labels in inter-transcriber consistency tests. In the present work,
the classifier presented in [2] has been modified to assist the
manual labelers by offering them various alternative pitch ac-
cents –or absence of pitch accent– for each word. They are
asked to either select the most appropriate label or, in case none
of them seems to be adequate, provide one of their own. Our
goal is thus for the automatic classifier to reproduce the uncer-
tainty exhibited in the labelers’ judgements. The effect of this
procedure on global inter-transcriber consistency is then anal-
ysed.

The speech corpus used both for training and for testing the
automatic classifier is the Boston University Radio News Cor-
pus [4]. We have also used it to contrast the automatic pre-
diction with the judgements of an expert labeler team. The
three transcribers who participate in this study have ample ex-
perience with the ToBI labeling system. They are requested to
perform the tagging task in two different scenarios, with and
without automatic prosodic labeling. In the assisted scenario,
the manual labeler is confronted with TextGrid files containing
five tiers: one with the orthographic transcription, three with
different ToBI labels, and one tier which is empty. The tran-
scribers have previously been informed that the labels in the
tiers are ranked, the one in the top tier being the most probable
according to the automatic classifier. Transcribers have to fill
in the bottom tier with a number indicating which of the above

tiers contains the most appropriate label (see figure 1); as stated
before, if none of them seems adequate, the transcribers sup-
ply their own label. In the unassisted scenario, only two tiers
are provided: one with the orthographic transcription and one
empty tier to be filled in by the labelers.

Table 2 compares the degree of inter-transcriber consis-
tency in both the assisted and the unassisted scenario with re-
sults from other consistency tests found in the state of the art.
The global consistency rate among transcribers increases from
0.51 /63.9 % in the unassisted scenario to 0.55 /67.0 % in the
assisted one. Table 1 shows that consistency increases in each
pair, reaching more than 5 percentage points in the pair T1-T3.

Table 3 displays the use made of the different options by
the transcribers. As can be seen, they select primarily the la-
bel corresponding to the top tier, namely, the prediction ranked
first by the classifier. There are differences among the tran-
scribers: whereas T2 and T3 use the optionOther more fre-
quently than T1, the latter resorts to the first option more often
than T2 and T3, 71% vs. 57% and 67% respectively. As for
the optionDoubt, the transcribers barely use it, which reflects
self-confidence in their judgements. Finally, the labelEmpty
corresponds to words with more than one stress.

Table 5 contains the inter-transcriber agreement with re-
spect to the original labeling of the Boston Corpus. T1 has the
highest agreement rate, which evidences that she is not only
well-trained but also more experienced than the other two la-
belers.

The results presented in Tables 2, 1 and 5 demonstrate that
computer assisted prosodic labeling introduces bias into the la-
bel assignment process by the human transcriber. Table 5 shows
that the presence of automatic labels has an effect on the hu-
man experts: T1 reduces her agreement rate with respect to the
original labeling. As can be observed in tables 2 and 1, both
the inter-transcriber consistency and the global consistency in-
crease because the labelers are likely to be influenced by auto-
matic tagging.

Table 4 illustrates the consistency of the automatic label-
ing compared to the manual labelers’ judgements: the value in
column AS (automatic system) represents the first option of the
three pitch accents proposed in the assisted scenario. The au-
tomatic predictions can have an agreement rate as accurate as
that of the manual labelers with regard to the original tagging
of the Boston Corpus (row BC). In fact, only T1 has higher
rates: 74.8% vs. 71.8% in the unassisted scenario and 70.9%
vs. 66.5% in the assisted one. Taking into account that auto-
matic labels can be enriched either with a degree of certainty
of the prediction or with other alternative labels, we can con-
clude that the technique used in the automatic classifier mirrors
the behaviour of the human transcriber, whose tagging, far from
being utterly reliable, often results in inter-transcriber disagree-
ment.
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Figure 1: Praat interface in the assisted labeling scenario.
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T1-T2 T1-T3 T2-T3
Un-assisted 0.44/60.3% 0.46/62.6% 0.59/68.7%
Assisted 0.48/62.9% 0.54/67.8% 0.60/70.2%

Table 1: Inter-labeler agreement expressed as kappa index/ pair-
wise inter-transcriber agreement. T1, T2 and T3 are the tran-
scribers.
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Multiclass decision
CORPUS T W S Pitch Accents
This work unassisted 3 299 1 0.51 /63.9 %
This work assisted 3 383 1 0.55 /67.0 %

Cat-ToBI [5] 10 264 4 0.462/61.17%
Am ToBI(fe)[6] 4 644 2 0.69 / 71%
Am ToBI(ma)[6] 4 644 2 0.67 / 72%
E ToBI[7] 26 489 4 na / 68%
E ToBI[8] 2 1594 1 0.51 / 86.57%
G ToBI[9] 13 733 5 na / 71%
K ToBI[10] 21 153 5 na / 52.2%

Table 2: Global inter-transcriber agreement results contrasted
with results reported for other studies. The numbers in the
columnPitch Accents are theκ index and the pairwise inter-
transcriber rate (as a percentage).T is the number of labellers,
W is the size of the corpus in words andS is the number of
speaking styles.(na) means the information is not available.
The last rows of the table have been extracted from [5]

First Sec. Third Other Doubt Empty
T1 71% 20% 7% 1% 0.4% 0.0%
T2 57% 27% 3% 10% 0.4% 3.6%
T3 67% 18% 4% 11% 1.2% 2.8%

Table 3: Transcribers’ use of the different pitch accents ex-
pressed as a percentage.

Unassisted scenario:
BC T1 T2 T3 AS

BC 0.62/74.8% 0.50/63.4% 0.53/66.3% 0.56/71.8%
T1 0.44/60.3% 0.46/62.6% 0.55/71.8%
T2 0.59/68.7% 0.40/57.5%
T3 0.44/61.9%
AS

Assisted scenario:
BC T1 T2 T3 AS

BC 0.57/70.9% 0.50/63.6% 0.52/66.2% 0.48/66.5%
T1 0.48/62.9% 0.54/67.8% 0.57/72.4%
T2 0.60/70.2% 0.41/58.4%
T3 0.52/67.8%
AS

Table 4: Inter-transcriber agreement expressed as kappa index/
pairwise inter-transcriber agreement. T1, T2 and T3 correspond
to the transcribers. BC is the original transcriber of the Boston
Corpus. AS is the automatic system classifier.

T1-BC T2-BC T3-BC
Un-assisted 0.62/74.8% 0.50/63.4% 0.53/66.3%
Assisted 0.57/70.9% 0.50/63.6% 0.52/66.2%

Table 5: T1, T2 and T3 represent the transcribers, and BC is
the original transcriber of the Boston Corpus. Consistency with
the original labeling of the Boston Corpus expressed as kappa
index/pairwise inter-transcriber agreement.


