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Abstract

Let A and B be two colored points sets in R®, with |.A| < |B|. We propose a process for determining
matches, in terms of the bottleneck distance, between A and subsets of B under color preserving rigid
motion, assuming that the position of all colored points in both sets contains a certain amount of ”noise”.
Our algorithm consists of two main stages. In the first one we generate all, up to a certain equivalence,
possible motions that bring A close to some subset B’ of B and seek for a matching between sets A and
B’. To look for these possible matchings we use a bipartite matching algorithm that uses skip octrees
for neighborhood queries. Additionaly, we also present a lossless filtering algorithm to discard those
subsets of B where there can not appear any matches and thus, improve the efficiency of our process.
This algorithm determines a number of candidate zones which are regions that contain a subset S of B
such that A may match one or more subsets B’ of S. We use a compressed octree to have easy access to
the subsets of B related to candidate zones and store geometric information that is used by the lossless
filtering algorithm in each octree node.

1 Introduction

Protein molecules possess unique three-dimensional structures, defined by their amino-acid sequence, that
play a very important role in molecular biology. Many functional properties of proteins have been found to
depend on some typical parts of their three-dimensional structure. Typically a protein molecule is modelled
as a set of balls in R3, each representing an atom. Given a substructure understood as a small collection
of atoms, representing a secondary structure subunit or any other significant part of a protein (as some
significant union of such secondary structures, called motifs), the protein substructure detection problem
consists in determining whether the substructure exists in a protein molecule [7]. Here it is important to
notice that the types of atoms conforming a protein are a finite set, so if we consider the centers of the
atoms involved and colors corresponding to the types of atoms we can see the problem as a colored point
set matching problem. Since atom positions are fuzzy due to the finite precision of measuring devices, it is
impractical to consider an exact match between two atoms. Therefore, atoms are considered superimposed
if the distances between their centers are less than some positive constant, the center location error (e),
small enough compared to inter-center distances. With this extra consideration we can define our problem
in terms of a Noisy Colored Point Set Matching problem. Notice that if all the points have the same color
we get, as a particular case, the widely known Noisy Point Set Matching problem. Another aspect that we
want to highlight is that the sets to be matched do not have the same cardinality, so the objective is to
match one of the sets to a subset of the other (this is also known as partial matching). Finally, bearing in
mind that in our motivational problems the correspondences between the colored points to be matched are
required to be one-to-one, we will use the bottleneck distance.

1.1 Previous Results

The study of the Noisy Point Set Matching in 2D problem was initiated by Alt et al. [2] who presented an
exact O(n®) time algorithm for solving the problem for two sets A, B of cardinality n. Combining Alt et alt.
algorithm with the techniques by Efrat et al. [8] the time can be reduced to O(n” logn).

The 3D version of the problem is much less explored than its two dimensional counterpart. The only
algorithms to the best of our knowledge are: an algorithm by Ambiihl, Chakraborty and Gartner presented
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in [1] that suffered from a computational cost of O(n??-?) and a O(n'3+5/6+¢) result presented in [5] that also
uses techniques by [8]. Biswas and Chakraborty [3] present an algorithm for solving this problem exactly in
the particular case of protein molecules, that uses geometric properties of the carbon chains that constitute
them that is claimed to be fast enough to be useful in practice.

2 Problem Definition

Let P(q,r) represent the colored point ¢ € R? with associated color r. Given a real number € > 0, we say that
two colored points A = P(a,r),and B = P(b, s) approzimately match when r = s and d(A, B) = d(a,b) < ¢,
where d denotes the Euclidean distance. For the sake of concretion, from now on we will use the term match
instead of approximately match.

Let D, S be two colored points sets of the same cardinality. A color preserving bijective mapping f :
D — S maps each colored point A = P(a,r) € D to a distinct and unique colored point f(A) = P(b,s) € S
so that r = s. Let F be the set of all color preserving bijective mappings between D and S. The bottleneck
distance between D and S is defined as:

dy(D, 8) = minmax d(4, (4)).

The Noisy Colored Point Set Matching (NCPSM) problem can be formulated as follows. Given
two Colored Points sets A, B, |A| =n, |B| = m, n < m, and € > 0, determine all rigid motions 7 for which
there exists a subset B’ of B such that dy(7(A),B’) < e. We define 7(P(a,r)) as P(7(a),r) and 7(A) as
{r(P(a,r)) | Pla,r) € A}

If 7 is a solution to the NCPSM problem, every colored point of 7(.4) matches to a distinct and unique
colored point of B’ of the same color, and we say that A and the subset B’ of S are noisy congruent. For the
sake of clarity, through the rest of the paper we will just mention the colors associated to points only when
necessary, thus we will speak about a € A instead of P(a,r) € A.

3 NCPSM Problem Solving Algorithm

We present an algorithm to solve the NCPSM problem that extends the algorithm for the 2D version of
the problem presented in [6]. The algorithm consists on two parts called ”enumeration” and ”testing”. In
the ”enumeration” part we group all possible motions of set A in equivalence classes to make their handling
possible and then generate a representative in each class. In the ”testing” part we run a bipartite matching
algorithm for every resulting transformation of set A in order to determine if it matches any subset of B.

3.1 Enumeration

Generating every possible rigid motion that brings set .4 onto a subset of S is infeasible due to the continuous
nature of movement. Following the 2D algorithm in [2], we partition the set of all rigid motions in equivalence
classes in order to make their handling possible. Consider the arrangement of spheres Sg = {S(b,€)|b € B}.
Any point p € R? belongs to the cell of the arrangement identified with the set of points b € B that hold
that p € B(b, €).

Definition 3.1. Two motions 7, i are equivalent if and only if, for any colored point a € A points 7(a) and
u(a) lie in the same cell of Sp.

The next Lemma ensures that a finite set of motions suffices for the purpose of finding all the solutions
of the NCPSM problem.

Lemma 3.2. Any rigid motion u that is a solution to the NCPSM problem can be transformed to another
equivalent motion p' such that there exist three points a;,,aq,,a;; € A whose images p'(a;, ), ' (aiy), ' (aiy)
lie on the spheres S(bj, ,€),S(bj,,€),S(bj,,€) respectively, where bj, = p(a;,), bj, = p(a;,) and bj, = p(ai,).



Proof. First we transform the set p(.A) by a translation 7" in any given direction until a point p = T'(u(a;, )),
a;, € A belongs to S(bj,,€), where bj, = p(a;,) € B. Next we rotate the translated set T'(u(A)) by the
rotation R of axis the line passing through p and whose direction is the translation vector of T' until a point
q = R(T(u(a,)), ai, € A), belongs to S(bj,,€), where b;, = p(a;,) € B. Finally we rotate the resulting set
R(T(1(A))) by the rotation R’ whose axis is the line through p and ¢ until the point » = R'(R(T'(u(aiy))),
a;, € A), belongs to S(bj,,€), where bj, = p(a;,) € B. In these conditions, the motion /=R ' c RoT op
holds Lemma 3.2. O

Notice that, as a consequence of Lemma 3.2 we only need to consider those motions that bring three
points in set A to the boundary of the noise regions of their corresponding points in the matching. In this
section we present an algorithm that generates a representative for each of the equivalence classes of this
motions. Each rigid motion 7 of set A is determined by the image of any three points. We choose these
points to be the ones that lie in the boundary of their corresponding points in the matching. Consequently,
we consider each possible 6-tuple a;, , ai,, a,, bj,,bj,, b5, with a;,,a;,,a;, € A and b;,,b,,,b;, € B. As the
matching must preserve colors, we also demand the colors associated to points to be matched to be the same
i.e. P(ail,rl) € A, P(bil,’/‘l) € B, P(aiz,’f‘z) € A, P(biz,’l“g) € B and finally, P(ai37T3) € A, P(bis,rg) € B.

Lemma 3.3. Any given position of point T(a;, ) in S(bj,,€) leaves a degree of freedom for the positions of
T(ai,) and T(a;,) in S(b;,,€) and S(bj,, €) respectively.

Proof. For each possible position of point 7(a;, ), consider the geometric locus of all the points that belong to
S(bj,,€) and whose distance to 7(a;,) is exactly d(a;,, ai,). This corresponds, in the general case to a circle
Ca,, a;, C R? resulting from the intersection of S(by,, €) and S(7(a;, ), d(as, , a:,)). Consider also the geometric
locus of all the points that belong to S(bj,,€) and whose distance to 7(a;,) is exactly d(a;,,a;;). Finally
by choosing a point in one of the circles (determining, thus 7(a;,)) and imposing that d(7(a;,), 7(ai;)) =
d(a;,,a;,), remains only a degree of freedom. O

The configuration space of our problem can be seen as a cube of side 27 where each dimension corresponds
to one of the three angles that determine the associated rigid motion i.e. the two polar coordinates ¢, v that
determine the position of 7(a;,) and the remaining angle 6 corresponding to the point chosen in Cai, ai, -
From now on, we will denote 7449 the rigid motion that corresponds to any given value of parameters ¢,
and 6. Another key observation is that, for any given values of parameters ¢, 1, 8 any couple of the remaining
points a;, € A, b;, € B defines three possible positions corresponding to the position of Tyyg(a;, ) respect to
the sphere S(b;,,€) (in, out or in the surface). This three possible positions correspond to the values of ¢,
and @ for which a;, and b;, may (or may not) be matched. In this way, given a 6-tuple a;,, a;,, @iz, bj,, bjy, bjg
and an additional couple a;, , b;,, we have a finite number of regions of [0, 27[> that encode the information
of when 7(a;, ) may be matched to b;, for a motion 7 that brings a;,, a;,, a;, to the boundary of the spheres
S(bj,,€),S(bj,,€),S(bj,, €), respectively.

Consequently, in searching for the possible matchings, it suffices to consider the collection of (n —3)(m —
3) € O(nm) surfaces S of [0,27[> determined by the angles ¢, 1, 6 such that 74y0(a;,) belongs to the
boundary of the sphere S(b;,,€), a;, ¢ {ai,,ai,, iz}, bj, & {bj,,b;,,b;,}. Since we only need to encode the
adjacency relationship among 3-dimensional cells of the arrangement, first we compute the vertical decom-
position of the arrangement and then we compute the adjacency relationship of cells in the decomposition
[12]. The number of cells of the vertical decomposition of the arrangement of the O(nm) surfaces in S
is O(n®*m?\,(nm)), where ¢ is an integer constant depending on the maximum degree of the surfaces and
As(k) is the maximum length of (k, s) Davenport-Schinzel sequences that is roughly linear in k for any con-
stant s [13]. The vertical decomposition of the arrangement can be computed in randomized expected time
O((nm)3*¢), using the random-sampling technique [4]. Putting it all together, what we need to determine in
order to generate a representative in every equivalent class of motions is the arrangement of surfaces in the
cube [0, 27[* defined by all possible couples once fixed a 6-tuple and then iterate over the set of all 6-tuples.
This takes O(n5+t*m®¢) expected time and O(n®m®\,(nm)) space.



3.2 Testing

In this section we present an algorithm to test if each of the motions for set A generated in the Enumeration
step matches some subset of set B. Our algorithm uses the bipartite matching algorithm presented in [11].
For the implementation we adapt the ideas presented in [6] and [8] for the 2D case. We generate values for
parameters ¢, and 6 inside each of the regions of the cube [0, 27r[3 defined in the Enumeration section and
test sets 7440 (A) and B for matching. The first time we generate a layered graph [8] that contains information
on proximity relations between the points in 744(A) and in B and run Hopcroft and Karp’s [11] algorithm.

Whenever the testing part determines a matching of cardinality n we annotate the corresponding 7ey¢
and proceed. Every time we consider a new region representing an equivalence class of motion we can update
the matching by changing a single edge in the layered graph and finding a single augmenting path. If we
add an edge to the layered graph, the matching increases by at most one edge. Therefore, we look for an
augmenting path which contains the new edge. If we remove an edge from the layered graph, we need to
search for a single augmenting path.

When searching for augmenting paths we need to perform efficiently two operations. a) neighbor
(D(T),q): for a query point ¢ in a data structure D(7) that represents a point set 7, return a point in 7°
whose distance to ¢ is at most € or @) if no such element exists. b) delete(D(7), s): deletes point s from D(T).
For our implementation we use the skip octree, a data structure that combines the best features of octrees
and a skip lists [9]. The cost of building a skip octree for any 7 C B with |T'| = n’ is in O(n’logn’). In the
worst case, when n’ = m, this computational cost is the same needed to build the data structure used in [8].
The asymptotic computational cost of the delete operation in 7’s skip octree is O(logn’). The neighbor
operation is used combined with the delete operation to prevent re-finding points. This corresponds to
a range searching operation in a skip octree followed by a set of deletions. The range searching can be
approximated in O(6-2logn’ + u) time, where u is the size of the output, for a small constant § such that
€ > > 0[9]. The approximate range searching outputs some ”false” neighbor points that can be detected in
O(1) time. We will denote t(n,n') an upper bound on the amortized time of performing neighbor operation
in 7’s skip octree. This yields a computational cost of O(nt(n,n’)) for finding an augmenting path.

In the worst case t(n,n’) € O(n’). However, if we assume that the amount of noise in set A data is
"reasonable® t(n,n’) € O(logn). As Hopcroft-Karp Bipartite matching algorithm ends in, at most n'-® steps,
the total cost of the testing algorithm is bounded by O(n!-3t(n,n’)). However, as we only need to compute
the first layered graph and update it in constant time for the remaining cases, the total amortized cost drops
to O(nt(n,n’)). Consequently, testing the whole O(n®m®\,(nm)) cells takes O(nSm5\,(nm)t(n,n’)) total
time.

4 Lossless Filtering Preprocessing Step

In most applications the cardinals of the two sets involved in matching problems are dissimilar and |A| <<
|B|. The algorithm that we have presented until now, as well as the algorithms in the literature are designed
for sets of roughly equal cardinalities so cannot take advantage of this situation if it occurs. In this section
we present an algorithm that discretizes the NCPSM problem by turning it into a series of smaller instances
of itself and then solves them using the algorithm already presented. To achieve the discretization that we
are looking for we use a conservative strategy that discards those subsets of B where no match may happen
and keep a number of zones where this matches may occur.

Our process consists of two main algorithms. The First one performs a Lossless Filtering step that
discards those parts of B that may not contain matches and outputs a number of ”candidate zones”. Each
of these zones contains a subset S of B such that A may approximately match one or more B C S. The
second algorithm solves the NCPSM problem between A and every S. The discarding decisions throughout
the first part of the process are made according to a series of geometric parameters that are invariant under
rigid motion. These parameters help us to describe and compare the shapes of A and the different subsets
of B that we explore. To navigate B and have easy access to its subsets, we use a compressed octree [9]. By
doing this we achieve a reduction of the total computational time, corresponding to a pruning of the search
space, as an effect of all the calculations we avoid by discarding parts of B cheaply and at an early stage.
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The candidate zone determination algorithm consists itself on two subparts. An octree construction
algorithm and a search algorithm that traverses the octree looking for the candidate zones. The octree
construction algorithm can also be subdivided in two more parts: a compressed octree building algorithm
that uses the colored points in B as sites (without considering their color), and an algorithm that adds the
information related to the geometric parameters being used to each node (See also Figure 4). The NCPSM
algorithm works as described previously, notice that the compressed octree that we build in the first part
helps us to construct the octrees needed in the testing algorithm.

4.1 Octree construction

First we build a compressed octree Opg using the (colored) points as sites. We use the techniques in [9]
to ensure a total asymptotic cost of O(mlogm) in all cases, where m = |B|. Then, we add the geometric
information considered to Og. To simplify explanations we consider Op to be complete. Although it is clear
that this is not the general situation this limitation can be easily overcome in all the parts of the algorithm.

At this stage Op contains no information about the different colors of the points in B or the geometric
characteristics of B as a whole. Since these parameters will guide our search for matches they must be
invariant under rigid motion. The geometric parameters we use are: a) parameters that take into account
the fact that we are working with point sets: number of points and histogram of points’ color attached to a
node; b) parameters based on distances between points: maximum and minimum distance between points of
every different color. For every geometric parameter we will define a parameter compatibility criterium that
will allow us to discard zones of the plane that cannot contain a subset B’ of B to which A may match. An
important asset of our algorithm that enhances its applicability is that other general geometric parameters
may be considered in future work as well as specific ones due to specialized applications of the algorithms.

Once selected the set of geometric parameters to be used, in the second stage of the octree construction,
we traverse Op and associate to each node the selected geometric parameters. We also compute them for the
whole of A. The computational cost of adding the geometric information to Op depends on the parameters
that we choose. In the case of the "number of points” and ”histogram of points’ colors” parameters we can
easily keep track of them while we build the octree, so no additional cost is needed. For the "minimum and
maximum distance between points of the same color” parameters, the necessary calculations can be carried
out in O(m?logm) time for each color category.

4.2 Lossless Filtering algorithm

The subdivision of R? induced by a certain level of the Octree is formed by axis-parallel cubes. To take
advantage of this, in the filtering step we search for a certain axis-parallel cube in the octree big enough to
contain set A even if it appears rotated. We also demand the cube that we are looking for to contain a part
of B similar to A in terms of some the geometric parameters described in section 4.1. By doing this, we are
able to temporarily forget about all the possible motions that set A may undergo and just find those zones
of the octree where they may actually appear. This type of search is much more adequate to the octree data
structure.

Through the rest of the paper, all tetrahedrons and cubes considered are axis-parallel unless explicitly
stated. Let T'4 be the minimal tetrahedron that contains all the (colored) points in .4, and let s be the



smallest positive integer for which (diagonal(T4) 4+ 2¢) < 2° holds.Let us also denote any cube with side
length 2° as a square of size s. Note that we use powers of two as side lengths of the cubes considered to
simplify the explanations in section 4.2, although it is not really necessary for our algorithm. For any rigid
motion 7 there exists a cube of side s containing all the points in 7(.A). This allows us to affirm that, for any
S C B that matches A, there exists a cube of side s that contains it. We store the points in B in a compressed
octree Op and describe the geometry of each of the nodes in this octree by using the rigid-motion-invariant
geometric parameters described in 4.1. Then we look for candidate zones in the octree whose associated
geometric parameters match those of A.

To sum up, we can say that, in the first step of the algorithm, instead of looking for all possible rigid
motions of set A, we look for cubes of side s covering subsets of B, which are parameter compatible with
A. Notice that, although our intention would be to describe our candidate zones exactly as cubes of size s
this will not always be possible, so we will also have to use groups of two, four or eight cubes of size s. It is
important to stress the fact that ours is a conservative algorithm, so we do not so much look for candidate
zones as rule out those regions where no candidate zones may appear. The subdivision induced by the nodes
of size s of Op corresponds to a grid of cubes of side s superimposed to set B. There are only four ways to
place the cube we are looking for respect to this grid that correspond to the relative position of one of the
cube’s vertices (inside a cube, inside a face, in an edge or on a vertex). This yields four different kinds of
candidate zones associated to one, two, four or eight nodes. The subsets B’ that we are looking for may lie
anywhere inside those zones.

4.2.1 Search algorithm

We provide a brief overview of an algorithm that traverses the octree Op searching for the collection C of
candidate zones. Algorithm 1 presents its main guidelines.

The hierarchical decomposition of B provided by Og makes it possible to begin searching at the whole of
B and later continue the search only in those zones where, according to the selected geometric parameters,
it is really necessary. The algorithm searches recursively in all the octants considering also those zones that
can be built using parts of more than one of them. The zones taken into account through all the search are
easily described in terms of Op’s nodes and continue to decrease their size, until they reach s, following the
algorithm’s descent of the octree. Consequently, early discards made on behalf of the geometric parameters
rule out of the search bigger subsets of B than later ones.

Given that two, four or eight nodes defining a candidate zone need not be in the same branch of Og, at
some points we will need to be exploring two, four or eight branches simultaneously. This will force us to
have four separate search functions, depending on the type of candidate zones we are looking for, and to keep
geometric information associated to those zones that do not correspond exactly to single nodes in the octree
but to couples, quartets or octets. The main search function, denoted search_1, seeks for candidate zones
formed by only one node and invokes itself and the other three search functions, called search_2, search_4
and search_8 respectively. Consequently, search_2 finds zones formed by pairs of nodes and also launches
itself, search_4 and search_8. Analogously, search_4 finds zones formed by quartets of nodes and calls itself
and search_8. Finally, search_8 locates zones formed by groups of eight nodes and only invokes itself.

The search step begins with a call to function search_1 with the root node as the parameter. We denote
t the size of the root and assume ¢ > s. Function search_1 begins testing if the information in the current
node is compatible to the information in 4. If this doesn’t happen, there is no possible matching contained
entirely in the descendants of the current node and we have finished. Otherwise, if the current node has size
s then we have found a candidate zone. If this does not happen, we must go down a level on the octree. To
do so, we consider the eight sons of the current node (s, $2, S3, 4, S5, S6, $7, Ss)-

The candidate zones can be located: Inside any of the s;. So we have to call search_1 recursively in
all the s;’s. Partially overlapping two of the s;’s. In this case, we would need a function to search both
subtrees for all possible pairs of nodes (or quartets) that may arise below in the subdivision. This is function
search_2. Partially overlapping four s;’s. In this case, we would invoke the function that traverses all
four subtrees at a time, called search_4. Partially overlapping all of the eight s;’s. in this case we
would call function search_8.



Algorithm 1 Search_1(node N)

for all S sons of N do
if (S is parameter compatible with A ) then
if ( We have not reached the node size to stop the search) then
Call Search_1(S)
else {We have found a candidate node}
Report candidate zone
end if
end if
end for
{Continue in pairs of nodes if necessary (twelve possibilities)}
for all Sp,S2 pairs of neighboring sons of N do
if (The couple (S, S2) is parameter compatible with .A) then
if ( We have not reached the node size to stop the search) then
Call Search_2(S1, S2)
else {We have found a candidate pair}
Report candidate zone
end if
end if
end for
{Continue in quartets of nodes if necessary (four possibilities) }
for all (S, S2,S53,54): Quartets of neighboring sons of N. do
if ((S1,S2,S53,S54) are parameter compatible with A ) then
if ( We have not reached the node size to stop the search) then
Call Search_4 (Si,S2,S3,54)
else {We have found a candidate quartet}
Report candidate zone
end if
end if
end for
{Continue in the octet of nodes formed by all the eight sons}
(S1,852,53,854, 55, S6,57,S8): Octet formed by the sons of N.
if ((S1,S2, Ss, 54,55, 56,57, 58) are parameter compatible with .4 ) then
if ( We have not reached the node size to stop the search) then
Call Search_8 ((51, SQ, 53, S4, S57 Sg, 57, 58))
else {We have found a candidate octet}
Report candidate zone
end if
end if

Functions search_2, search_4 and search_8 work similarly but take into account that they need two, four
and eight parameters respectively that those must be chosen adequately. The process goes on recursively
until the algorithm reaches the desired size (s), yielding a set of candidate zones of all four possible types.

Lemma 4.1. The number of candidate zones ¢ = |C| is O(’}). This bound is tight.

Proof. Each point in B belongs to a unique node of Op, it can be seen that each node may belong to up to 27
zones (one of type one, six of type two, twelve of type four and eight of type eight) and thus each point in in
B may belong to, at most, 27 candidate zones. Subsequently, ¢ € O(m). To improve this bound we consider
n;, the number of points inside the ith candidate zone. As each colored point belongs to at most 27 zones,
ZciEC n; < 27m. As every candidate zone must contain, at least, n points then cn < Eciec n;, putting
this two statements together, we obtain ¢ < QZ—Z” The tightness of the bounds follows from considering, for
example, the case when A4 = B. O

Lemma 4.2. a)The total cost of the Search algorithm is O(m). b) The total cost of the lossless filtering
algorithm is O(m? logm).

Proof. a) Through the search algorithm every node is traversed at most 27 times corresponding to the
different candidate zones it may belong to, as the compressed octree data strucure guarantees that there
are at most O(m) nodes the total computational cost is O(m). b) The result follows from considering the
sepparate (additive) contributions of the O(m?logm) Octree building algorithm and the O(m) contribution
of the search algorithm. O



Lemma 4.3. The computational cost of the algorithm that combines the lossless filtering algorithm and the
matching algorithm is O(nSm3\y(nm)t(n,n’)). The bound is tight.

Proof. The lossless filtering step takes O(m?logm) computational time. Given the O(n®m®\,(nn’)t(n,n’))
cost for every candidate zone, S with n’ = |S|, when all candidate zones are considered, the total cost
is Xecc O(n®n;5Xg(nn;)t(n,n;)) where n; = |C;|. Bearing in mind that n, < m and factorizing we
obtain T € Ag(nm)nSt(n,n') Y o O(n®), taking into account that Y. .o O(n;°) < (3¢ e 0(n:))°,
T € Ag(nm)nt(n,n")(Xgec O(n;))?, as each point belongs to at most 27 candidate zones then >c.cc O(ni)
is in O(m) and thus, the result follows. The tightness of the bound is reached, for example, when A =B O

5 Conclusions and Future work

The lemma that we have just presented shows that from a formal point of view, our process takes, at its worst,
the same computational time as the algorithm that does not use the lossless filtering step. Consequently
we benefit from any reduction of the computational time that the filtering achieves without any increase
in the asymptotic costs. In practice we expect the assumptions presented in section 3.2 to be met and the
Ay(nm) factor to be to be linear in nm and, thus, obtain a O(n"m®logn) algorithm that improves slightly
the best computational costs for the problem up to date. Given the high computational complexity of the
problem, one of the aims in our future work is the development of an implementable approximate algorithm
that reduces the computational cost of the exact algorithm presented in this paper at the cost of some of
its precision. This type of approximation does not refer to the fuzziness of data, but to how much does the
solution given by the algorithm resemble the optimal (taking the noise into account) solution.To do so we
intend to adapt some of the ideas in [10] to the 3D case. Finally, we also intend to develop more of the
geometric parameters used in the lossless filtering step taking advantage of the geometric properties of 3D
space.
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