
TPCC-UVa: An Open-Soure TPC-C Implementation forGlobal Performane Measurement of Computer SystemsDiego R. LlanosDepartamento de InformátiaUniversidad de Valladolid, Spain.diego�infor.uva.es.AbstratThis paper presents TPCC-UVa, an open-soure imple-mentation of the TPC-C benhmark version 5 intendedto be used to measure performane of omputer systems.TPCC-UVa is written entirely in C language and it usesthe PostgreSQL database engine. This implementation in-ludes all the funtionalities desribed by the TPC-C stan-dard spei�ation for the measurement of both uni- andmultiproessor systems performane. The major hara-teristis of the TPC-C spei�ation are disussed, togetherwith a desription of the TPCC-UVa implementation, ar-hiteture, and performane metris obtained. As work-ing examples, TPCC-UVa is used in this paper to measureperformane of different �le systems under Linux, and toompare the relative performaneof multi-ore CPU teh-nologies and their single-ore ounterparts.Keywords: On-line transation proessing, TPC, per-formane measurement.1 IntrodutionWorkload haraterization in order to measure systemperformane is a major topi in the �eld of ComputerArhiteture. Many different benhmarks have been pro-posed to simulate real working onditions of both existingand proposed systems. Those benhmarks an be lassi-�ed in terms of their orresponding appliation domainsand their exeution harateristis.The most popular benhmarks are related with nu-merial proessing, suh as the SPEC CPU2000 benh-mark suite [4℄, the NAS Parallel Benhmark [7℄ and theOLDEN benhmarks [10℄, among others. These benh-marks inlude many ommon harateristis of real si-enti� workloads, and some of them an be exeutedin both sequential and parallel omputing environments.These benhmarks are designed to hallenge the CPU andmemory subsystem apabilities of the systems under test.However, they do not take into aount other aspets ofthe system arhiteture, suh as proess management or

I/O subsystem.Database benhmarks, on the other hand, allow to studynot only CPU andmemory hierarhy performane, but theglobal performane of a system. These benhmarks use asyntheti workload against a database engine, measuringthe performane of the system in terms of the number oftransations ompleted in a given period of time. One ofthe main advantages of this lass of benhmarks is that re-sults are very relevant to �nanial, ommerial and orpo-rative �elds, where this type of appliations is dominant.The TPC-C benhmark, designed by the TransationProessing Performane Counil [1℄, simulates the exe-ution of a set of both interative and deferred transa-tions. This workload is representative of an OLTP (On-line Transation Proessing) environment, with featuressuh as transation queries and rollbak. These apabili-ties makes the TPC-C benhmark spei�ation a de-fatostandard for measuring server performane. Most vendorspublish performanevalues for their systems, allowing theonsumer to aurately ompare different arhitetures.The Transation Proessing Performane Counil onlydistributes a requirements spei�ation for the TPC-Cbenhmark. Following this spei�ation, vendors mayimplement and run a TPC-C benhmark, needing the ap-proval of the TPC onsortium to publish its performaneresults [3℄. Unfortunately, there is not an of�ial TPC-C benhmark implementation available for researh pur-poses.In this paper we desribe TPCC-UVa [5℄, an unof�-ial, open-soure implementation of the TPC-C benh-mark version 5. The purpose of TPCC-UVa is to be usedas a researh benhmark for the sienti� ommunity. TheTPCC-UVa benhmark is written entirely in C language,and it uses the PostgreSQL database engine. This imple-mentation has been extensively tested on Linux systems,and it is easily portable to other platforms. TPCC-UVasoure ode is freely distributed from the projet web-site1. This makes easy to use it for the performane mea-surement and behavior of real systems or in the ontext1http://www.infor.uva.es/~diego/tp-uva.html.
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of a simulation environment suh as Simis [6℄. As anexample, TPCC-UVa has been reently used in the per-formane measurement of both existent and experimental�le systems [8℄.The TPCC-UVa implementation inludes all the har-ateristis desribed in the TPC-C standard spei�ation,exept support for prie/performane omparison. Thereason is that TPCC-UVa is only intended to be used formeasuring performane in researh environments. It isimportant to highlight the fat that TPCC-UVa is not animplementation approved by TPC, and the results of theexeution of TPCC-UVa, in partiular its performane pa-rameter (tpmC-uva), should not be omparedwith the per-formane values obtained by of�ial implementations ofTPC-C.The rest of the artile is organized as follows. Setion 2desribes the main harateristis of the TPC-C benh-mark spei�ation. Setion 3 presents the TPCC-UVa im-plementation, desribing its arhiteture in detail. Se-tion 4 shows the performane reports generated by TPCC-UVa in order to meet TPC-C standard requirements. Se-tion 5 shows the use of TPCC-UVa for measuring differ-ent aspets of system performane on real mahines. Fi-nally, Setion 6 onludes the paper.2 Overview of the TPC-C standardspei�ationThe TPC-C benhmark spei�ation simulates the exe-ution of a mixture of read-only and update intensivetransations that simulate the ativities found in omplexOLTP appliation environments [1℄. The TPC-C work-load is determined by the ativity of a set of terminals thatrequest the exeution of different database transations,simulating the business ativity of a wholesale supplier.Five different transation types are de�ned by the stan-dard. The New Order transation onsists of entering aomplete order through a single database transation; thePayment transation enters a ustomer's payment; theOr-der Status transation queries the status of a ustomer'slast order; the Delivery transation proesses a bath often new, not-yet-delivered orders; �nally, the Stok Leveltransations determines the number of reently sold itemsthat have a stok level below a spei�ed threshold.When a terminal send the transation request it waitsto reeive the results in all ases, exept for the De-livery transation, that simulates a transation exeutedin deferred mode. The struture of the orrespondingdatabase is omposed by several tables, with differentharateristis with respet to their sheme and ardinal-ity. This benhmark inludes a salability riteria that al-lows to simulate a realisti workload, allowing to hangethe database size and the number of transation terminals

for a more aurate simulation of the mahine apabili-ties.After the exeution of the benhmark during a givenperiod of time, the number of New Order transa-tions exeuted per minute gives the performane met-ri, alled transations-per-minute-C (tpmC). The TPC-C benhmark also inludes a performane value thattakes into aount the ost of the system under test,the prie-per-tpmC, to allow a omparison in terms ofprie/performane. Additional details an be found in theTPC-C standard spei�ation [1℄.3 TPCC-UVa arhiteture and im-plementationThe TPCC-UVa implementation is omposed by �ve dif-ferent modules that ollaborate to perform all the nees-sary ativities to measure the performane of the systemunder test. Figure 1 shows the TPCC-UVa arhiteture.The modules are the following.Benhmark ontroller This module interats with theuser, populating the database and allowing the launhof different experiments.Remote Terminal Emulator (RTE) There is one RTEproess per ative terminal in the benhmark exeu-tion. It simulates the ativity of a remote terminal,aording with TPC-C spei�ations.Transation Monitor This module reeives all the re-quests from the RTEs, exeuting queries to the un-derlying database system.Chekpoints ontroller This module performs hek-points periodially in the database system, register-ing timestamps at the beginning and the end of eahhekpoint.Vauum Controller This module avoids the degradationprodued by the ontinuous �ow of operations to thedatabase.Interproess ommuniation is arried out using bothshared-memory strutures and system signals, allowingto run the benhmark in any Unix-like, shared-memorymultiproessor environment. The following subsetionsdesribe eah module in more detail.3.1 Benhmark ControllerThe Benhmark Controller (BC) allows the user to aessthe benhmark funtionality. It performs the followingfuntions.
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Figure 1: TPCC-UVa arhiteture.Database initial population: It reates a new databaseto run a test. The database is omposed by the nine tablesde�ned in the TPC-C spei�ations, together with theirrequired population and salability harateristis. Dif-ferent mehanisms to ensure the referene integrity of thedata, suh as primary and foreign keys, are also inluded.Database onsisteny hek: This option allows theuser to hek the onsisteny of the ative database, to seeif it meets the onditions desribed by the TPC-C standardto run a test on it.Restoring an existent database: This option elimi-nates the modi�ations performed in the database tablesby a previous test run. The purpose of this option is torebuild a database to run a new test aording with theTPC-C requirements without the need of reating a newone from srath, a time-onsuming operation.Deleting a database: This option allows the user todelete the urrent database.Exeuting a test: This option launhes the TPCC-UVamodules that allow to run a measurement test. Suh atest is omposed by three intervals: the ramp-up period, atime when the performane of the system is not stable yetand therefore will not be onsidered for the performanemeasurement; the measurement interval, where the per-formane measurement is done; and the end-of-test pe-riod, when the Benhmark Controller stops all the relatedproesses.

To exeute a test, the user should de�ne different exeu-tion parameters, suh as the number of warehouses to beonsidered, the ramp-up period, the measurement intervaland the on�guration of the VauumController (desribedin Setion 3.5). To run a test, the Benhmark Controllerstarts the Transation Monitor, up to ten Remote Termi-nal Emulators for eah one of the seleted warehouses,and the Chekpoint and Vauum Controllers (see Fig. 1).The Benhmark Controller also de�nes the experimenttimings, informing eah module about the urrent inter-val while exeuting a test.Summary results of last test: This option reads andproesses the benhmark logs produed by the set of Re-mote Terminal Emulators and the Transation Monitorduring the exeution of the test. The information pro-vided by the logs an be divided in two parts. The �rstone is the number of New Order transations exeutedper minute, together with the response time of the exe-uted transations. This information will determine theperformane of the system under test. The seond part isthe data needed to ensure that the test has been performedfollowing the TPC-C spei�ations, suh as the terminalresponse times and the relative perentage of eah trans-ation in the exeuted transation set. Both data typesshould be proessed by the Benhmark Controller to en-sure that the test is valid and to return the TPCC-UVaTransations-Per-Minute (tpmC-uva) metri.The Transations-Per-Minute metri returned byTPCC-UVa is alled tpmC-uva instead of tpmC. The rea-son is that, as we said in Setion 1, the metri obtained
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with TPCC-UVa should not be ompared with tpmC val-ues obtained by approved implementations of the benh-mark.3.2 Remote Terminal EmulatorsThe Remote Terminal Emulators (RTE from here on) gen-erate the transation requests for the system. Eah RTEruns as an individual proess, generating new transationsaording with the requirements of the TPC-C benhmarkspei�ation. One the measurement time is expired, theBenhmark Controller stops eah one of the RTE usingsystem signals. The RTE apabilities are the following.User simulation: Eah RTE simulates the behavior of auser onneted to it, performing transation type seletionand transation input data generation. It also simulatestwo related wait times: �keying time� and �think time�.Terminal simulation: Eah RTE generates the outputrequired by eah terminal, showing the information intro-dued by the simulated user and the results obtained onethe transation is exeuted. Although eah RTE an showthis information in the standard output, the generated out-put is usually redireted to /dev/null to avoid ollapsingthe system onsole.Transations management: Eah RTE generates atransation type aording with the TPC-C spei�ations,sending it to the Transations Monitor. If the transationis interative, the results are sent bak to the orrespond-ing RTE one the transation is ompleted.Transation response time measurement: Eah RTEmeasures the response time for eah one of the transa-tions requested. This data is stored loally in a log �le, to-gether with additional information that will be needed forthe performane measurement of the system under test.3.3 Transations MonitorThe Transations Monitor (TM from here on) reeives thetransation requests from all the RTEs, passing them tothe database engine and returning the generated resultsbak to the RTEs. The transations are exeuted aord-ing with their arrival order. The TM also registers the re-sults of the delayed exeution of the Delivery transationand, when needed, data related to errors in the exeutionof transations. The TM is ativated and deativated bythe Benhmark Controller.Clause 2.3.5 of the TPC-C standard spei�ation [1℄ in-diates that �if transations are routed or organized withinthe SUT [System Under Test℄, a ommerially available

transation proessing monitor� is required, with a givenset of funtionalities. To avoid the use of ommerially-available software, our TM does not route or organizetransations, but only queues them for exeution in arrivalorder.3.4 Chekpoints ControllerThe Chekpoints Controller is responsible for orderinghekpoints periodially, registering the timestamps at thebeginning and end of eah hekpoint, aording withClause 5.5.2.2 of the TPC-C standard spei�ation [1℄.The �rst hekpoint is performed when the ChekpointsController is ativated, at the beginning of the measure-ment interval.3.5 Vauum ControllerThe Vauum Controller mitigates the negative effets of aontinuous �ow of transation exeutions in the databasesystem. This ontroller is needed beause the hosendatabase engine (PostgreSQL) keeps residual informationthat may slow down the database operation. To avoid aperformane loss in the exeution of long tests (i.e. morethan two hours), the Vauum Controller exeutes periodi-ally the PostgreSQL vauum ommand [9℄. The user anon�gure the interval between vauums and their maxi-mum number.3.6 TPCC-UVa ommuniation proeduresCommuniation between the Transation Monitor andeah Remote Terminal Emulator is implemented using theommuniation proedures provided by Unix System VIPC interfae, suh as semaphores, shared memory andmessage queues [11℄. The ommuniation between theTM and the RTEs is based on the use of a single queue ofpending transation requests. This queue is used by theRTEs to submit transation requests to the TM. The in-oming order of the requests into the TM determine theirexeution order. A synhronization semaphore is used tomanage reads and writes to this queue. One a transationis ompleted, the results are transmitted from the MT tothe RTE that issued the request through a shared-memorydata struture. Again, a semaphore is used to manage eahdata struture.4 TPCC-UVa reportsThe exeution of TPCC-UVa on a System-Under-Test(SUT from here on) returns different performane metrisand plots. As an example, in this setion we will desribein detail the results and plots obtained by TPCC-UVa ver-sion 1.2.3 on a dual ore multiproessor system. The SUT
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Test results aounting performed on 2006-11-30 at 00:00:59 using 30 warehouses.Start of measurement interval: 20.004883 mEnd of measurement interval: 140.004983 mCOMPUTED THROUGHPUT: 367.791 tpmC-uva using 30 warehouses.101424 Transations ommitted.NEW-ORDER TRANSACTIONS:44135 Transations within measurement time (50583 Total).Perentage: 43.515%Perentage of "well done" transations: 97.100%Response time (min/med/max/90th): 0.006 / 0.813 / 84.781 / 1.240Perentage of rolled-bak transations: 0.986% .Average number of items per order: 9.400 .Perentage of remote items: 1.036% .Think time (min/avg/max): 0.000 / 12.029 / 120.000PAYMENT TRANSACTIONS:44099 Transations within measurement time (50712 Total).Perentage: 43.480%Perentage of "well done" transations: 97.746%Response time (min/med/max/90th): 0.002 / 0.596 / 89.864 / 0.960Perentage of remote transations: 14.148% .Perentage of ustomers seleted by C ID: 39.087% .Think time (min/avg/max): 0.000 / 11.971 / 120.000ORDER-STATUS TRANSACTIONS:4417 Transations within measurement time (5081 Total).Perentage: 4.355%Perentage of "well done" transations: 97.804%Response time (min/med/max/90th): 0.001 / 0.703 / 84.308 / 1.080Perentage of lients hosen by C ID: 39.280% .Think time (min/avg/max): 0.000 / 10.028 / 93.000DELIVERY TRANSACTIONS:4387 Transations within measurement time (5057 Total).Perentage: 4.325%Perentage of "well done" transations: 99.544%Response time (min/med/max/90th): 0.000 / 0.122 / 72.625 / 0.010Perentage of exeution time < 80s : 100.000%Exeution time min/avg/max: 0.019/0.631/75.965No. of skipped distrits: 0 .Perentage of skipped distrits: 0.000%.Think time (min/avg/max): 0.000 / 5.013 / 47.000STOCK-LEVEL TRANSACTIONS:4386 Transations within measurement time (5061 Total).Perentage: 4.324%Perentage of "well done" transations: 99.772%Response time (min/med/max/90th): 0.007 / 0.714 / 76.328 / 1.120Think time (min/avg/max): 0.000 / 4.999 / 47.000Longest hekpoints:Start time Elapsed time sine test start (s) Exeution time (s)Thu Nov 30 01:51:30 2006 6630.787000 11.000000Thu Nov 30 01:21:20 2006 4820.357000 10.400000Thu Nov 30 02:21:41 2006 8441.789000 10.200000Thu Nov 30 00:51:10 2006 3010.331000 10.009000No vauums exeuted.>> TEST PASSEDFigure 2: Results summary of a TPCC-UVa benhmark exeution on a Dual Core Opteron multiproessor system.
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is a server equipped with two Dual Core AMD OpteronProessor 265 at 1 800MHz (seen by Linux as four differ-ent proessors), 2 GBytes of RAM and a RAID-5 storagesystem, using a LSI Logi MegaRAID Serial ATA 300-8X disk ontroller. The system runs Gentoo Linux witha 2.6.17 kernel, and we used PostgreSQL 8.1.4 as the un-derlying database system.Figure 2 shows the results given by TPCC-UVa for a2-hours test, using 30 warehouses, a ramp-up period of 20minutes and no vauum operation. The most importantresult is the omputed throughput, in this ase 367:791tpmC-uva. To be valid, the test should meet some re-sponse time requirements, stated in Clause 5.5.1.5 of theTPC-C benhmark. The last line of the results �le shownin Fig. 2 indiates whether these requirements have beenmet in this partiular experiment.In addition with the result summary given in Fig. 2,the TPCC-UVa implementation returns the data needed todraw the plots de�ned by the TPC-C standard spei�a-tion. Aording to the standard, four different plot fami-lies should be generated. The plot families are desribedbelow.Frequeny distribution of Response Times Clause5.6.1 of the TPC-C standard spei�ation requires to builda graph alled Response Time Distribution, that shows thenumber of transations of eah different transation typethat were ompleted in a given response time. Figure 3shows both the plot as desribed by the TPC-C standardspei�ation, and the response time distributions of the�ve transation types given by TPCC-UVa.Response Times vs. Throughput for the New Ordertransation Clause 5.6.2 of the TPC-C standard spe-i�ation requires to build a graph of response times ver-sus throughput for the New Order transation. The graphmust be plotted at approximately 50%, 80% and 100%of the reported throughput rate (additional data points areoptional). Figure 4 shows both the plot as desribed bythe TPC-C standard spei�ation, and the orrespondingplot obtained with TPCC-UVa.Frequeny distribution of Think Times Clause 5.6.3of the TPC-C standard spei�ation requires to build agraph with the frequeny distribution of Think Times forthe New Order transation. At least 20 different intervalsof equal length must be reported. Figure 5 shows boththe plot as desribed by the TPC-C standard spei�ation,and the orresponding plot obtained with TPCC-UVa.Throughput of the New Order Transation Clause5.6.4 of the TPC-C standard spei�ation requires to builda graph with the throughput of the New Order transation

versus elapsed time, for both the ramp-up period and mea-surement interval. At least 240 different intervals shouldbe used, with a maximum interval size of 30 seonds. Theopening and the losing of the measurement interval mustalso be reported and shown on the graph. Figure 6 showsboth the plot as desribed by the TPC-C standard spei�-ation, and the orresponding plot obtained with TPCC-UVa.5 System performane measure-mentIn this setion we use TPCC-UVa to measure different as-pets of system performane. The following setions dis-uss some results obtained with TPCC-UVa to omparetwo important aspets of system performane, suh as �lesystem performane and multi-ore apabilities. The pur-pose of these experiments is to show how TPCC-UVa anbe used to obtain a reliable measure of different systemsunder test.5.1 File systems performane omparisonWe have used TPCC-UVa to measure the performane ofdifferent �le system implementations under Linux. TheSUT for this experiment is a server equipped with twoDual Core AMD Opteron Proessor 265 at 1 800 MHzwith 2 GBytes of RAM and running Gentoo Linux with a2.6.17 kernel. We have used a Seagate Barrauda 7200.7Serial ATA disk to store the database. This disk was di-vided into four primary partitions, eah one formatted us-ing a different �le system type.The �le system types onsidered in this experimentwere the following: ext2fs, the lassial �le system forLinux [2℄; ext3fs, a version of ext2fs with journaling;ReiserFS version 3.6, a journaling �le system for Linuxbased on balane tree algorithms, developed by Namesys;and JFS, based on IBM's journaled �le system tehnologyand now open-soure.We have run several experiments using eah �le sys-tem to store the TPCC-UVa database maintained by Post-greSQL. Eah experiment ran for two hours, with ramp-up periods of 20 minutes and no vauum operations. Fig-ure 7 shows the tpmC-uva obtained using different num-ber of warehouses for eah one of the four �le systemsonsidered.As an be seen in Fig. 7, ext2fs gives better results than�le systems with journaling, partiularly ReiserFS (3.0perent slower) and JFS (8.9 perent slower). The maxi-mum number of warehouses that the SUT was apable toservewas 27 for ext2fs, ext3fs and ReiserFS, while JFS al-lowed to run the benhmark with at most 25 warehouses.
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The response time requirements de�ned by TPC-C werenot met with more warehouses.5.2 Dual- and single-ore performaneomparisonFinally, in this setion we ompare the performane ofa SUT with two dual-ore proessors with respet to anidential system but with two single-ore proessors.The dual-ore SUT has two Dual Core Opteron 265(seen by Linux as four proessors), while the single-oreSUT has two Single Core Opteron 246 proessors. Bothsystems have 2 GBytes of RAM and a RAID-5 storagesystem, using a LSI Logi MegaRAID Serial ATA 300-8X disk ontroller and a ReiserFS �le system. Both sys-tems run Gentoo Linux with a 2.6.17 kernel. We have rundifferent 2-hours experiments, with ramp-up period of 20minutes and with no vauum operations.Figure 8 shows the tpmC-uva obtained using differ-ent number of warehouses for both SUTs, together withthe maximum throughput of the New Order transationin both ases. The results show that the dual-ore arhi-teture allowed a workload of up to 30 warehouses, witha 28.1% performane gain over the single-ore arhite-ture, that only dealt with up to 25 warehouses. These re-sults show that, as expeted, multi-ore arhitetures area valid hoie for running transation-oriented databaseworkloads.6 ConlusionsThis paper desribes TPCC-UVa, an open-soure im-plementation of the TPC-C benhmark intended formeasuring performane of parallel and distributedsystems. The implementation simulates the exeutionof an OLTP environment aording with the TPC-Cstandard spei�ation. The major harateristis ofthe TPC-C spei�ation has been disussed, togetherwith a desription of the TPCC-UVa arhiteture,performane metris and plots generated and realexamples of performane measurements for parallelsystems. TPCC-UVa an be freely downloaded fromhttp://www.infor.uva.es/~diego/tp-uva.html.AknowledgmentsThe author is partially supported by the EuropeanCommission under grant RII3-CT-2003-506079, andby Castilla-Leon Regional Government under grantVA031B06. The author would like to thank Julio A.Hernández and Eduardo Hernández for implementing the�rst version of TPCC-UVa as part of their BS. thesis;Belén Palop for her help during the development of the
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Figure 3: Response time distribution as required by lause 5.6.1 of the TPC-C standard spei�ation (upper left orner)and response time distribution of the �ve transation types given by TPCC-UVa for the System Under Test desribedin Setion 4.
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Figure 4: Response times vs. throughput for the New Order transation as required by lause 5.6.2 of the TPC-Cstandard spei�ation (left) and the orresponding plot returned by TPCC-UVa for the System Under Test desribedin Setion 4, with on�gurations of 15, 20, 25, 28 and 30 warehouses (right).
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Figure 5: Frequeny distribution of Think Times for the New Order transation as required by lause 5.6.3 of the TPC-C standard spei�ation (left) and the orresponding plot returned by TPCC-UVa for the System Under Test desribedin Setion 4 (right).
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Figure 6: Throughput of the New Order transation as required by lause 5.6.4 of the TPC-C standard spei�ation(left) and the orresponding plot returned by TPCC-UVa for the System Under Test desribed in Setion 4 (right).
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Figure 7: Number of tpmC-uva using different number of warehouses for eah �le system onsidered (left) andmaximum throughput of the New Order transation in eah ase (right).

 100

 150

 200

 250

 300

 350

 400

 450

 10  15  20  25  30

T
hr

ou
gh

pu
t

Warehouses

Processor comparison (tpmC-UVA), RAID Disk, 2-hours test

2 dual-core CPUs
2 single-core CPUs

 0

 50

 100

 150

 200

 250

 300

 350

 400

 0  1200  2400  3600  4800  6000  7200  8400

T
hr

ou
gh

pu
t (

tp
m

C
-u

va
)

Elapsed Time (seg)

Throughput of the New Order transaction versus Elapsed Time

2 dual-core CPUs, 30 w
2 single-core CPUs, 25 w

Figure 8: Number of tpmC-uva using different number of warehouses for eah SUT onsidered (left) and maximumthroughput of the New Order transation in eah ase (right).
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