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Abstract

This paper presents a novel methodology to characterize the style of different speakers or groups
of speakers. This methodology uses sequences of prosodic labels (automatic SpToBI labels) to
compare and differentiate these speaking styles. A set of metrics based on conditional entropy
is used to compute the distance between two speakers or group of speakers depending on the
use of sequences of prosodic labels. Additionally, the most contrastive sequences of labels are
identified as characteristic patterns of the speaking styles represented in a given corpus. When
this methodology is applied to a corpus of radio news items, the result is that the most frequent
prosodic patterns coincide with those previously characterized in studies about radio style. Fi-
nally, a perceptual test verifies that the participants attribute these characteristic patterns to the
radio news style.

Keywords: Comparing prosody, prosodic labeling, radio news style, informational distance,
entropy analysis, SpToBI

1. Introduction

Prosody has an idiosyncratic value associated with some characteristic enunciations, pronun-
ciations, inflections, pausal and other speech patterns that can be related to an individual or to
a group of them. When a group of individuals adapt their manner of speaking in a similar way,
in certain communicative situations, thus creating an acoustically typified image, it is generally
called aspeaking style(Goldman et al., 2009). The role of prosody on speaking style has recived
some attention in the last two decades (Llisterri, 1992; Eskénazi, 1993). Regarding the analysis
of individual speaking style, prosody has also been shown to be useful in speaker recognition
(Adami et al., 2003; Shriberg et al., 2005). Automatic methods based on corpus analysis have
proved to be effective in automatic speaking style classification, obtaining high identification
rates in several applications (higher than 90% in Goldman et al., 2014 or in Rosenberg, 2013).
While corpus-basedspeaking style identificationseems to be an affordable problem for auto-
matic algorithms,speaking style characterizationis still a challenge. In fact, machine learning
algorithms can be very effective in classifying and labeling speaking style, but ineffective in
providing information that is useful for understanding the reasons that lead the algorithm to a
given classification. The goal of this study is to outline the automatic detection of characteristic
prosodic patterns by contrasting prosodic styles of two speakers or two group of speakers.
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The perception and production of a given speaking style is mainly studied by analyzing
acoustic factors like F0 excursion, speech rate, or prosodic variation. Nevertheless, prosodic
labels can also contribute to the analysis of speaking style(Hirschberg, 2000; Rosenberg, 2013;
Obin, 2011; Obin and Lanchantin, 2015). Indeed, prosodic labels code information such as
prominence and phrasing, which determines the way in which speakers organize their discourse.
Managing the phrasing and prominence along with the discourse in an appropriate way is cru-
cial for being effective in communication, which is specially relevant for some type of speakers
(for example, journalists). Most of the works in the literature limit the presentation of results
about speaking style characterization to the description of tables and boxplots that compare the
mean, standard deviation, and quartiles of the acoustic values corresponding to the analyzed
styles. These statistical resources barely give information about the way speakers organize their
discourse over time. As an alternative, in this paper we present a method that extracts the most
informative sequences of prosodic labels or prosodic patterns that distinguish two given styles.

The identified prosodic patterns must be interpretable and recognizable, as well as to permit a
discussion of how they accurately characterize the given speaker or group of speakers. ToBI is a
commonly accepted annotation system in the scientific community, extended to many languages,
which facilitates further comparative studies and the communication of results. The SpToBI
system (Beckman, 2002; Face and Prieto, 2007; Estebas Vilaplana and Prieto, 2008) will be used
to describe melodic contours in the corpus analyzed in this study. The SpToBI system assumes
the descriptive bases of the Autosegmental-Metrical model(Pierrehumbert, 1980; Ladd, 1996,
among others) in order to distinguish two phonological units: (i) pitch accents, which are related
to the more promient syllables within the word and marked with an asterisk *, and (ii) boundary
tones, associated with the edges of prosodic domains and marked with the symbol %. The tones
in both domains are represented by the capital letters “L” for low tone, and “H” for high tone,
and both can be combined to represent complex tones (e.g. L+H* or LH%). The different
combinations of sequences of ToBI symbols represent the wayin which speakers organize their
discourse. The use of symbolic information allows us to perform a statistical analysis based on
information entropy which shows that different speakers use specific ToBI symbol combinations
that can contribute to the characterization of his/her speaking style.

One of the problems of the ToBI labeling is its high cost. Manual labeling is a time-
consuming task (Syrdal et al., 2001), and using more than onelabeler is problematic because
of the potentially high intertranscriber disagreement rates (Escudero et al., 2012). However, the
recent availability of tools for the automatic labeling of prosody, such as AutoBI (Rosenberg,
2010), overcomes the mentioned drawbacks. The labels predicted by an automatic system may
not be as valid as the labels generated by an expert. Nevertheless, this method has the advantage
of consistency, so that there is a guarantee that the same label sequences are obtained when the
automatic algorithm analyzes the same or similar utterances. The output of an automatic label-
ing system is a sequence of ToBI labels that can be interpreted in the same way manual labels
are. Consequently, the sequences of characteristic patterns that appear as a result of the speaking
style analysis can be presented to a phonetician or an expertto assess the appropriateness of the
patterns, or used in a perception test as described in this paper.

In order to test the methodology, we use a corpus of radio recordings. The voice of the
journalists has been extensively studied in the literature(Goldman et al., 2008; Obin et al., 2008;
Shriberg et al., 2009; Degand et al., 2009; Goldman et al., 2009; Shriberg et al., 2009; Roekhaut
et al., 2010; Obin et al., 2010; Obin, 2011; Rosenberg, 2013;Goldman et al., 2014). The analysis
of radio news items is an excellent case of study because there are abundant references about
the characterization of newscasting, developed in the fields of communication and linguistics
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Figure 1: Scheme of the experimental procedure.

(Wheatley, 1949; Bolinger, 1998; Cotter, 1993; Medrado et al., 2005; Rodero, 2007; Price, 2008;
Grawunder et al., 2008; de-la Mota and Rodero, 2012; Rodero,2013). In this paper, apart from
doing a perceptual evaluation of the characteristic prosodic patterns, we compare them with the
conclusions reported in the literature about newscasting style.

Figure 1 describes the scheme proposed in this paper for characterizing speaking style and
process validation. The procedure of this study is based on recordings of different speakers and
styles which are then compared. Section 2.1 presents the corpus of this work and the definition
of the a-priori styles to be compared. TheProcessingmodule computes the relevant prosodic
features inside the prosodic units used as the basic reference in the labeling process (typically
words or syllables). These prosodic features are the input of the Prosodic Labelingmodule.
This labeling module is an automatic labeling system that has been previously trained with a
manually labeled subset of the whole corpus. The output of this module is a sequence of labels
linked to the prosodic units of the corpus. Section 2.2 presents the processing and labeling
procedure, described in greater detail in Escudero et al. (2014b). TheCharacterizationmodule
identifies the sequences of labels that determine the style of the different speakers or groups of
speakers. The metrics that identify such prototypical sequences of labels are presented in Section
2.3. In this section, we illustrate the use of the proposed metrics by comparing the style of the
different individual speakers of the corpus. In section 3 we apply the methodology to identify
the prosodic patterns that the newscasters of the corpus usein comparison with the patterns
used by a group of actors reading the same set of news items. The Analysis of Consistency
module permits to contrast the consistency of our results with the ones obtained in other studies
(Knowledge about the stylein figure 1). These studies are reviewed in Section 4, where we
analyze the correspondence between the characteristic patterns that result from our analysis and
the observations reported in the state of the art. TheSubjective Evaluationis intended to check
whether or not the listeners identify the prototypical patterns as a specific style. Section 5 details
the test that has been performed for this purpose. The paper ends with the discussion and the
conclusions.
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Speaker ID Speaker Type Gender #News Items Duration #words #sentences
f11r Newscaster Female 36 30’53” 5,443 243
f13r Newscaster Female 72 1h03’56” 11,271 467
m12r Newscaster Male 36 32’24” 5,439 242
m14r Newscaster Male 71 54’32” 10,958 457
f15a Announcer Female 71 1h27’28” 11,126 463
f16a Announcer Female 72 1h07’19” 11,238 466
m09a Announcer Male 36 30’59” 5,431 242
m10a Announcer Male 36 31’07” 5,440 242

430 6h38’38” 66,346 2,822

Table 1: Contents of the Glissando news subcorpus used in this research.

2. Experimental procedure

2.1. The speaking styles in the Glissando read news corpus

We used the Glissando corpus (Garrido et al., 2013) for our investigation. This corpus was
designed to remedy the lack of corpora for prosodic studies in Catalan and Spanish. The corpus
is divided into three separate parts: a news subcorpus, conversational dialogues and task-oriented
dialogues. The present study only uses the Spanish news subcorpus. All the experiments reported
in this paper were carried out on Peninsular Spanish.

The news subcorpus comprises a set of news items read by professional speakers. The text of
the news items was obtained from real radio stations. We collected a large number of news items
and then selected some of them to build the two parts of the subcorpus: A) 36 news items chosen
to obtain a balanced number of different types of prosodic units; B) 36 news items selected to
cover all different diphone combinations (Escudero et al., 2009). We selected four speakers per
style (two male and two female newscasters and actors), resulting in a total of eight speakers.
All of them were recorded reading the news items in a recording studio. Part A was recorded by
eight speakers and part B was recorded by four of the speakers(two speakers per style).

Once the corpus was put together, text and audio were alignedat different levels: phonemes,
syllables, words and stress groups. The sentences were analyzed to obtain the POS information
associated with each of the words by using FreeLing, an open source language analysis tool
(Padŕo and Stanilovsky, 2012). The size of the corpus (illustrated in the table 1) is larger than
that of the corpora that have been used in the field. With smaller corpus in terms of samples per
style and samples per speaker, other works, such as Mixdorff et al. (2005); Obin et al. (2008);
Degand et al. (2009); Goldman et al. (2009), presented significant results. In this study, we show
that the analysis of the Glissando corpus also yields meaningful conclusions to be drawn about
radio news speaking style.

The goal of this study is to obtain characteristic prosodic patterns by contrasting the prosodic
styles of two speakers or two group of speakers. First, we show that there are relevant differences
between each pair of speakers. Furthermore, we contrast twodifferent styles of professional abil-
ities: radio news broadcasters (newscasters) – who are journalists – and advertising and dubbing
broadcasters (announcers) – mostly actors – who act as voiceover on a variety of media mes-
sages (commercials, documentaries, movies, etc.). These two professional styles bear prosodic
differences in terms of intonation and rhythm owing to their differing characteristics concerning
speech modality, background, and speaker training.
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First, in Spain, speakers presenting the news on radio are journalists. Therefore, they have
pursued an education and training in journalism, covering various aspects of working with infor-
mation. Since their job is not merely to present news, but also to search, select and write about
it, their training in speech (how they use their voice presenting news) only covers a small part;
therefore, they are less able to vary their prosody. In addition, they are conditioned by a speech
modality that is both informative and persuasive. Consequently, journalists have to deal with a
message that is first journalistic – seeking to be read as equally as possible avoiding prosodic
prominences – and which is secondly persuasive and aims at attracting the attention of listeners.
This double feature is what results in the need for it to be a short interpretive message whilst
also being expressive, avoiding monotony. In conclusion, this set of factors has broadened a
peculiar style of reading the news, characterized by prosodic signals of constant emphasis aimed
at attracting the listener’s attention, but marked by a regular melody with a fast speech rate. This
style of professional talking in radio news is used by most journalists and is widely documented
in various studies (Rodero, 2013).

Secondly, advertising and dubbing broadcasters (announcers) use a distinguished profes-
sional speaking style, also conditioned by their distinct speech modality, profession and training.
Contrary to what is the case with newscasters, these speakers are trained in speech (voice and
prosody) and in interpretation, because their professional job is based on providing the voiceover
for different media messages. In this respect, most of them are actors. Unlike the journalistic
message, these speakers work with more expressive messages, narrative and interpretive texts
(commercials, narrations, movies, documentaries, etc.),which are conducive to a more enhanced
prosodic performance. This means they are trained for narrative and dramatic reading. As a re-
sult, these conditions generate a distinguished professional speaking style more in keeping with
the meaning of the message and, accordingly, one which is more expressive.

In the case of our corpus, both presenter groups read out a setof professional radio news
items, but they were expected to undertake the task differently as a result of distinct targeting.
During the recordings, it is important to note that none of the groups were given instructions
on how they were to read the news. Thus, since the first group was formed by journalists –
and considering the studies characterizing their defined prosodic style – it was expected that
these professionals would read the news as they usually do intheir jobs. Along these lines, an
emphatic prosodic style with a more or less regular rhythm and a high speech rate was expected,
portraying the same melodic patterns described in the literature. On the other hand, a different
style was expected from the announcer group. Since these professionals are trained in reading
various texts, it was expected that they would read the news in a narrative way, thereby adapting
the prosody to the content of the text. In consequence, this style may be characterized by a
greater variety of prosody, more moderate pitch movements and a more reduced speech rate.
This pattern should sound more balanced with no very noticeable prosody emphasis. Ultimately,
it is a style more like interpreted reading.

2.2. Prosodic labeling
The news data-set has been annotated using the SpToBI labels proposed in Estebas Vilaplana

and Prieto (2008, 2010), with the modifications advanced in Elordieta (2011). A phonologically-
oriented prosodic annotation, such as the ToBI model, requires a wide consensus on particular
aspects of a restricted speech style, such as the reading of news by professionals. Various meth-
ods of validating the consistency and stability of the labels assigned to the corpus were con-
ducted: (i) periodic meetings to define a proposal that applies the SpToBI to news reading; (ii)
discussion and resolution of differences in transcription throughout a six-month period; and (iii)
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validation of consistency among transcribers with an inte-labeler rreliability experiment. A la-
beler annotated several news items from the Glissando corpus with SpToBI events. An analysis
of the transcriptions was carried out. We concluded that it was necessary to reduce the number
of categories. Similar classes were grouped together, taking into account the consistency tests
among labelers (for instance L+H* and (L+)H* form a common class). Classes with few el-
ements were removed (for example the accent L+>¡H*, which only had 8 instances). A more
detailed description of the process can be consulted in Escudero et al. (2014b).

An automatic system was trained using the news labeled with Sp ToBI and was used to label
the entire Glissando news corpus. The process was done in twophases, using a semiautomatic
labeling approach. In the first phase, the human labeler annotated the SpToBI events of 24
news items from the Glissando corpus (12 from a newscaster and 12 from an announcer). The
automatic system was trained using these labeled news itemsso that it could then be used to
label the rest of the corpus. In the second phase, the human transcriber reviewed and manually
corrected the SpToBI labels generated by the system in 36 news items (12 from anewscaster
and 12 from two announcers). Finally, the system was trainedagain, using 60 (24+36) news
items, and it was used to label all the news of the corpus. A total of 5,103 pitch accents and
2,835 boundary tones were used to train the final automatic transcription system.

The automatic labeling system applied is based on pairwise coupling (Hastie et al., 1998): the
multiclass classification problem is divided into several binary classification subproblems, from
which the results are combined to obtain the final classification result. To combine the results of
the pairwise classifiers, the method described in (Hastie etal., 1998) is used. Moreover, different
types of classifiers are used: neural networks, decision trees and support vector machines. The
outputs of the different classifiers are combined using the fuzzy integral aggregation technique
(Grabisch, 1995).

The word is used as the reference unit. The following features are extracted: frequency fea-
tures (within-word F0 range, difference between maximum and average within-word F0, differ-
ence between average and minimum within-word F0, difference between within-word F0 average
and utterance average F0); energy features (within-word energy range, difference between max-
imum and average within-word energy, difference between average and minimum within-word
energy); maximum normalized vowel nucleus duration from all of the vowels of the word; pause
duration after the word (only for boundary tones); part of speech tags (automatically obtained);
Tilt parameters (Taylor, 2000); and Bézier parameters (Escudero et al., 2002) (an approxima-
tion of the pitch contours with B́ezier functions, using 4 control points). Context featuresare
also used to improve the classification results. A selectionof features to model the context was
achieved by using the Correlation-based Feature Selection(CFS) algorithm; features from the
two previous and two following words are included.

The system is an adaptation of a system developed for Englishand described in Gonzalez-
Ferreras et al. (2012). A classification rate of 70.8% for pitch accents and 84.2% for boundary
tones was reported in the Boston Radio News Corpus. An improvement of the classifier was
described in Escudero-Mancebo et al. (2014), using fuzzy logic techniques and reaching a soft
classification rate of 81.8% for pitch accents. The adaptation of the classifier for its use with
the SpToBI labeling system is detailed in Escudero et al. (2014a).When the manual transcriber
reviewed the automatic labels generated by the classifier, 72.6% of the pitch accents labels and
81.8% of the boundary tones were marked as correct. In Escudero et al. (2014b), there is a
description of the revision process of the automatic labels. The suitability of using automatic
labels instead of manual labels is discussed in section 6.

A summary of the labeled contents of the Glissando news corpus is shown in table 1. Table 3
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m12r m14r f11r f13r f15a f16a m09a m10a
m12r 0.006 0.021 0.010 0.012 0.015 0.004 0.005
m14r 0.006 0.009 0.003 0.007 0.017 0.005 0.014
f11r 0.021 0.009 0.007 0.015 0.039 0.020 0.031
f13r 0.010 0.003 0.007 0.010 0.018 0.008 0.018
f15a 0.012 0.007 0.015 0.010 0.011 0.012 0.018
f16a 0.015 0.017 0.039 0.018 0.011 0.013 0.016
m09a 0.004 0.005 0.020 0.008 0.012 0.013 0.011
m10a 0.005 0.014 0.031 0.018 0.018 0.016 0.011

Table 2: Symmetric distance matrix of the speakers of the Glissando corpus. The cells of the matrix represent I(T; S) with
S = {i, j} beingi, the speaker labeled in the row andj the speaker labeled in the column. T are patterns of length 1. The
metrics have been computed with the samples of the prosodic corpus. Maximum and mininum distances are boldfaced.

presents the count of the final set of tones and labels in the corpus. Not all the news items could be
labeled because some of them are not segmented in the repositoryhttp://veus.glicom.upf.edu.

2.3. Contrasting sequences of prosodic labels

The output of the labeling system is a sequence of SpToBI labels. Given an utterance whose
transcription is:En Bagdad, un atentado con coche bomba ha dejado al menos cuatro muertos
y doce heridos(translated as “In Baghdad, a car bomb attack has left at least four dead and
twelve injured”); the labeling system produces the following sequence of ToBI labels: none,
L+H*, H%, H*, L+!H*, L%, none, L+H*, L*, L%, L +>H*, L+>H*, none, L+H*, L+H*, !H%,
L+H*, none, L+!H*, L*, L%. Pitch accents and boundary tones are independently predicted.
The automatic labeling system assigns a pitch accent symbol(or the symbol none if the word
is unaccented) to every word. In parallel, the system assigns a boundary tone symbol to the
boundary words. As a result, boundary words have two labels.In the previous example, the
relationship is: (En: none) (Bagdad: L+H* H%) (un: H*) (atentado: L+!H* ) ( con: none)
(coche: L+H*) (bomba: L* !H%) ( ha: L+>H*) (de jado: L+>H*) (al: none) (menos: L+H*)
(cuatro: L+H*) (muertos: L+H* !H%) (y: none) (diez: L+!H*) ( heridos: L* L%).

We consider the automatic labeling system as a source of information that produces symbols
t of a qualitative random variable T= { H*, L+>H*, L+!H*, L +¡H*, L+H*, L*, L%, H%, !H%,
LH%, =%, none}. The sequences of symbols coming from the source, belong to aspeaker or a
group of speakers s. We also consider s to be a value of a qualitative variable S representing a
speaker or a group of speakers.

Thus, the speaking style identification problem consists indetermining which speaker or
group of speakers s is generating a given sequence of tone observations t1..N = t1, . . . , tN. The
problem of speaking style characterization is to find the symbol sequences ti..j with i ≤ j that are
the most informative to determine the style s of the source.

Information theory provides answers to this problem (Arndt, 2001). An analysis based on
entropies over the tone sequences of each news item of the corpus is applied. This analysis
allows us to find the sequences of tones (which we refer to as patterns) that best discriminate
the speaking style. The following subsections describe themetrics that were used. In order
to illustrate the operative of the metrics, we analyze the differences on the use of the tones by
different pairs of speakers. Section presents 3 a more interesting study case that identifies the
characteristic patterns that differentiate the styles of the two a-priori groups of speakers found in
the Glissando corpus: newscasters and anouncers.
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2.3.1. Conditional entropy and mutual information
The entropy H(T) is computed using the classic formula:

H(T) = −
∑

t

pt log2 pt = −
∑

t

nt

n
log2

nt

n
(1)

nt being the number of samples of the tone t and n the total numberof samples. The relative
entropy Hs(T) is computed as:

Hs(T) = −
∑

t

pt|s log2 pt|s = −
∑

t

nts

ns
log2

nts

ns
(2)

where nts is the number of samples of tone t and speaker s (or group of speakers), and ns is the
number of samples of s. H(T) represents the variety of T whileHs(T) represents the variety of T
when only the samples of s are analyzed.

Mutual information of S and T is I(T; S)= H(T) − HS(T) with HS(T) =
∑

s psHs(T). Mu-
tual information measures the relationship between S and T.It can be interpreted as a distance
between the elements of S in terms of the particular use of T. If the distribution of tones is inde-
pendent among the elements of S, H(T) and HS(T) will be similar, so that I(T; S) will be close to
cero. On the other hand, the greater the difference in the use of the prosodic patterns T by the
speakers in S, the higher the value of I(T;S).

Table 2 shows the distances between the speakers of the corpus computed in terms of I(T;S).
According to the results, the most distant speakers in the corpus aref 16a and f 11r and the
closest arem14r and f 13r. Table 3 permits to analyze the reasons for these differences. The left
and right part of the table constrast respectively the number of samples per tone of the closest
and most distant pair of speakers in terms of mutual information. The difference between Ht(S)
and H(S) reveals a different use of the tone t among the different speakers in S. The values of the
metric Ht(S) in the left part of table 3 are similar going from 0.9859 to0.9994. Greater variation
is observed in the right part of the table with values going from 0.7467 to 0.9954. For example,
the speakerf 11r uses the tone L* 370 times at the time that the speakerf 16a uses this tone only
100 times (remind that both speakers read the same text). This contrast is lower for the speakers
f 13r andm14r (204 vs 189). A higher the contrast between the values H(S) and Ht(S) means
that the tone t is more informative. for charactizing the differences between the speakers in S.

2.3.2. Informational distance
In order to analyze the situations in which a given symbol t contrasts in terms of its infor-

mative content, and taking into account the information content of the whole set of symbols,
Krippendorff proposed the use of two metrics: theinformational distanceand theinformational
bias(1986).

In the first case, the objective is to compare the value of one row of the table 3 with the ag-
gregate of the remaining rows. The amount of transmitted information between the two variables
t versus not-t (referred to ast) and S measures the difference between one row and the rest of
them, and it is calledinformational distanceI(tt; S)1:

I(tt; S)=
∑

s

pts log2
pts

ptps
+
∑

s

(ps − pts) log2
ps − pts

(1− pt)ps
(3)

1Krippendorff (1986) uses T(tt : S) instead of I(tt; S) and T(t : S) instead of I(t; S). Our nomenclature is closerto the
related metricmutual informationwhich is commonly written as I(T; S) in modern texts.
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s=f13r s=m14r s=f11r s=f16a
Tone t nts nts Total Entropy (bits) nts nts Total Entropy (bits)
=% 108 143 251 H=%(S)=0.986 83 158 241 H=%(S)=0.929
!H% 548 619 1167 H!H%(S)=0.997 901 498 1399 H!H%(S)=0.939

H* 266 338 604 HH∗(S)=0.990 559 289 848 HH∗(S)=0.926
H% 519 556 1075 HH%(S)=0.999 356 862 1218 HH%(S)=0.872
L* 204 189 393 HL∗(S)=0.999 370 100 470 HL∗(S)=0.747

L% 474 358 832 HL%(S)=0.986 634 371 1005 HL%(S)=0.950
L+>H* 320 403 723 HL+>H∗(S)=0.990 263 354 617 HL+>H∗(S)=0.984
L+!H* 373 467 840 HL+!H∗(S)=0.991 437 495 932 HL+!H∗(S)=0.997
L+¡H* 164 205 369 HL+!‘ H∗(S)=0.991 286 200 486 HL+!‘ H∗(S)=0.977
L+H* 1902 1787 3689 HL+H∗(S)=0.999 1759 1961 3720 HL+H∗(S)=0.998
LH% 128 156 284 HLH%(S)=0.993 203 76 279 HLH%(S)=0.845
none 1931 2042 3973 Hnone(S)=0.999 1738 2039 3777 Hnone(S)=0.995

Total 6937 7263 14200 H(S)=1.000 7589 7403 14992 H(S)=1.000
Hs(T) 2.948 3.018 H(T)=2.987 3.131 2.924 H(T)=3.068

ps Hs(T) 1.440 1.544 I(T;S)=0.003 1.585 1.444 I(T;S)=0.039

Table 3: Comparison of the number of tones and the conditional entropy of different speakers of the corpus. The left part
of the table shows the data for the closest speakers and the right part of the table for the most distant ones. Theχ-Square
test applied to nt|s with t the patterns of the table reveals a dependence betweenthe tones t and the type of speaker s with
significant results (χ2 = 62.4003, df= 11, p-value= 3.311e-09 forf 13r vs. m14r andχ2 = 782.3662, df= 11, p-value<
2.2e-16 forf 11r vs. f 16a)

where pts = nts/n. I(t̄t; S) is positive or zero. It reaches a maximum when pts is zero and ps − pts

is not zero or vice versa. In addition, it cannot exceed the value of 1. It becomes zero when the
conditional distribution pt|s in t is equal to p̄t|s in t̄, in which case, both are equal to the marginal
distribution ps and pts = ptps.

Table 4 shows the values of I(tt̄; S) computed with the same data presented in the table 3.
Lower values are obtained when the samples of the speakersf 13r andm14r are compared: the
values of I(t̄t; S) go from 0.0000 to 0.0012 at the time that the values are inthe interval 0.0003
to 0.0120 for the pair of speakersf 11r, f 16a. The higher value is assigned to the toneL% for
the pair f 13r,m14r andH% for the pair f 11r, f 16r. These tones had been identified as highly
discriminative in table 3. This metric has the drawback of being very sensitive to the size of the
sample, thus penalizing the categories with fewer samples.Thus for example, in the contrast of
speakersf 13r andm14r, the value of I(t̄t; S) for the tone LH% is lower than the value for the
tone !H% (0.0028 vs 0.0057) when in reality it is not so informative, as is also shown below
when we introduce theinformational biasmetric, which reduces the effect of the sample size.

2.3.3. Informational bias
The informational biasalso compares the expected and observed probabilities, butonly

within each row.

I(t; S) =
1
pt

∑

s

pts log2
pts

ptps
(4)

The observations of the row t have the status of subsample, and I(t; S) measures the degree in
which this subsample is different from the rest of the samples of which it forms part.
I(t; S) is related to the mutual information:
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Tone t ps=f13r|t ps=m14r|t I(tt : S) I(t : S) # ps=f11r|t ps=f16a|t I(tt : S) I(t : S) #

=% 0.430 0.570 0.0002 0.0098 251 0.656 0.344 0.0013 0.0767 241
!H% 0.470 0.530 0.0001 0.0010 1167 0.356 0.644 0.0057 0.0557 1399

H* 0.440 0.560 0.0003 0.0067 604 0.341 0.659 0.0041 0.0688 848
H% 0.483 0.517 0.0000 0.0001 1075 0.708 0.292 0.0120 0.1359 1218
L* 0.519 0.481 0.0001 0.0027 393 0.213 0.787 0.0079 0.2431 470

L% 0.570 0.430 0.0012 0.0191 832 0.369 0.631 0.0033 0.0454 1005
L+>H* 0.443 0.557 0.0003 0.0061 723 0.574 0.426 0.0008 0.0185 617
L+!H* 0.444 0.556 0.0004 0.0057 840 0.531 0.469 0.0003 0.0040 932
L+¡H* 0.444 0.556 0.0002 0.0056 369 0.412 0.588 0.0007 0.0197 486
L+H* 0.516 0.484 0.0007 0.0021 3689 0.527 0.473 0.0011 0.0032 3720
LH% 0.451 0.549 0.0001 0.0041 284 0.272 0.728 0.0028 0.1471 279
none 0.486 0.514 0.0000 0.0000 3973 0.540 0.460 0.0021 0.0061 3777

Table 4: Informational distance and informational bias metrics contrast the relevance of each tone in the characterization
of speaking style. The left part of the table shows the data for the closest speakers and the right part of the table for the
most distant ones.

I(T; S) =
∑

t

∑

s

ptslog2
pts

ptps
=
∑

t

ptI(t; S) (5)

and to I(t̄t; S):

I(tt̄; S)= ptI(t; S)+ pt̄I(t̄; S) (6)

As this metric takes into account the number of samples in therow, it reveals information
that the metric I(t̄t; S) can hide.

The ability of this metric to detect the capacity of tones t tocharacterize the members of S
is evidenced in table 4. The boldface tones of table 3 are the ones that obtain higher values of
I(t; S) (0.0191 and 0.0098 for the pairf 13r,m14r and 0.2431, 0.1471 and 0.1359 for the pair
f 11r, f 16a). Focusing on the comparison of the pairf 13r,m14r, I(tt̄; S) is somewhat higher for
H% than for L*. However, the value of I(t; S) is substantiallyhigher for L* than for H%. This
effect is because, as shown in table 3, the number of occurrencesof H% is noticeably higher.
In a similar way, going back to the tones !H% and LH% analyzed in the previous subsection,
I(!H%, !H%; S)= 0.0057 is higher than I(LH%,LH%; S)= 0.0028, but I(LH%; S) is higher than
I(!H%; S) reflecting the fact that the impact of t=LH% in S is clearly higher.

In the next section, the informativeness of the tone sequences t1:N with N>1 is analyzed. This
analysis is mainly based on I(t;S), without losing sight of the value of I(tt; S). We consider that,
when characterizing style, it is not necessary that the characteristic patterns are the most frequent.
In fact, in view of the information shown in table 3, it seems that the most frequent patterns are
essentially the same (L+H*, none) for the four speakers analyzed, and they do not seemto be
highly informative in any case. On the other hand, an infrequent tone can be very informative
but difficult to find in the prosodic patterns.

3. Prototypical patterns

In this section we have grouped the speakers of the corpus according to the two preset cat-
egoriesS = {newscaster,announcer}. In table 5 we present the analysis of individual tones
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Tone t of T ps=newscaster|t ps=announcer|t I(tt : S) I(t : S) #

H% 0.575 0.425 0.0014 0.0180 6369
L% 0.428 0.572 0.0009 0.0135 5606
H* 0.438 0.562 0.0005 0.0099 4421
L* 0.425 0.575 0.0004 0.0149 2329

none 0.515 0.485 0.0003 0.0010 23684
L+>H* 0.542 0.458 0.0003 0.0061 3699

!H% 0.464 0.536 0.0003 0.0031 9060
L+¡H* 0.461 0.539 0.0001 0.0036 2593
L+!H* 0.513 0.487 0.0000 0.0008 4573
L+H* 0.497 0.503 0.0000 0.0000 24945
LH% 0.473 0.527 0.0000 0.0016 1590
=% 0.520 0.480 0.0000 0.0016 1377

Table 5: Informational distance and informational bias metrics. They contrast the relevance of each tone in the charac-
terization of speaking style.

applied to these pair of styles. Additionally, in order to find the characteristic tone sequences (or
the patterns), we analyze each tone sequence of different lengths (N = 2,. . . ,5) of the different
styles. For each tone of the corpus, a sequence is created by concatenating the tone and theN−1
following tones. Then, the frequency of occurrence is calculated, along with the I(t; S) and I(tt̄; S)
metrics. Two special symbols are added to indicate the startof a news item (SON) and the end
of a news item (EON). A different study is carried out considering only those patterns that end
with a boundary tone. These tables are separated because Estebas Vilaplana and Prieto (2008,
2010) observed that in Spanish the combination of nuclear accent and boundary tone is usually
the most informative part of the utterance in terms of prosody.

Tables 6 and 7 show the most informative sequences for speaking style characterization. The
tables are created by selecting, from the whole set of patterns, the most relevant ones according to
the values of the I(t; S) and I(tt̄; S) metrics. These metrics allow two different relevance rankings
of the patterns to be made. The four patterns that appear simultaneously in the highest positions
of both rankings have been chosen. Appendix A shows the top positions of the individual
rankings. The patterns of tables 6 and 7 are those that keep with the best balance between the
two metrics. The difference between tables 6 and 7 is that the latter only includespatterns that
end with a boundary tone.

The results show that the use of sequences of tones seems to provide more information to
discriminate style than the use of isolated tones. Thereby,the value of I(t̄t; S) of the most infor-
mative isolated tone is 0.0014 for tone H% (see table 5). Thisvalue is surpassed by the sequence
“L%,H*” in table 6 and by the majority of the sequences of table 7. The value of I(t; S) clearly
shows the greater informativeness of the sequences of tonesas compared to isolated tones: the
highest value of I(t; S) in table 5 is 0.0180 for tone H%. This value is exceeded in one order of
magnitude by most of the sequences in tables 6 and 7, reachingthe value 0.3675 for the sequence
“L*,L%,H*,L +H*”.

Some of the tones that do not provide any information in isolation, indeed do so when they
are part of a sequence. This happens with tone L+!H*, which in table 5 has I(t̄t; S) ≈ 0 and in
table 6 is among the most informative when it goes before tones H% and L%.
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Sequence of tones ps=newscaster|t ps=announcer|t I(tt; S) I(t ; S) #

L%,H* 0.248 0.752 0.0019 0.1860 938
L+!H*,H% 0.698 0.302 0.0007 0.1200 539
H*,L+¡H* 0.257 0.743 0.0006 0.1732 300
L+H*,L* 0.320 0.680 0.0005 0.0915 512

L*,L%,H* 0.183 0.817 0.0012 0.3065 344
L%,H*,L+H* 0.225 0.775 0.0009 0.2248 342
L%,H*,none 0.264 0.736 0.0005 0.1625 288
L+!H*,L%,H* 0.192 0.808 0.0004 0.2879 125

none,L*,L%,H* 0.195 0.805 0.0006 0.2821 195
L*,L%,H*,L +H* 0.156 0.844 0.0005 0.3675 128
!H%,none,L*,L% 0.223 0.777 0.0003 0.2282 112
none,none,L+H*,L* 0.282 0.718 0.0002 0.1379 103

L+H*,H%,none,L+H*,H% 0.683 0.317 0.0003 0.1031 221
L+H*,L%,none,L+H*,H% 0.752 0.248 0.0002 0.1980 101
H%,none,L+H*,H%,none 0.695 0.305 0.0002 0.1173 151
none,none,L+H*,L%,none 0.638 0.362 0.0001 0.0587 105

Table 6: Most informative sequences. Theχ-Square test applied to the marginals nt|s with t the patterns of the table reveals
a dependence between the tones t and the type of speaker s withsignificant results (p-value<2.2e-16 ,χ2= 774.7788, df
= 15).

As the length of the patterns increases, the informativeness decreases if the metric I(tt̄; S)
is taken into account. Nevertheless, if the metric I(t; S) istaken into account, the amount of
information that some sequences like “none,L*,L%,H*” (forN = 4) provide is higher than that
provided by the patterns of shorter length. Moreover, as thelength of the pattern increases, the
number of occurrences of that pattern in the corpus decreases. This affects the value of I(t̄t; S) a
lot more than the value of I(t; S). This effect can be seen in the tables of the appendix. In tables 6
and 7, the patterns with the best balance between the two metrics have been selected. Choosing a
pattern with a high value of I(t; S) but a low value of I(tt̄; S) has the risk of taking as characteristic
a pattern whose number is insignificant.

In the following sections, we show that these pattern sequences allow style discrimination
in perceptual tests and they are consistent with the observations found in the literature about
newscasting speaking style.

4. Consistency of the characteristic prosodic patterns

Radio news style is a type of professional speech used by newscasters to deliver news.
Prosody in radio news is performed with very recognizable patterns (Rodero, 2013; Medrado
et al., 2005). When applied to a message with a persuasive purpose, the prosody used by re-
porters to read radio news seeks to avoid monotony in order tocapture and maintain the lis-
tener’s attention. To do so, journalists highlight the information conveyed by raising the melodic
contrast and stressing words not semantically relevant. This is one of the conclusions drawn by
Bolinger (1998). This author characterized American radionewscasters as reading the messages
“mechanically” and with a tendency to emphasize unstressedwords as prepositions or auxiliary
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Sequence of tones ps=newscaster|t ps=announcer|t I(tt; S) I(t ; S) #

L+!H*,H% 0.698 0.302 0.0028 0.1279 477
L+!H*,L% 0.364 0.636 0.0018 0.0468 800
L+!H*,=% 0.659 0.341 0.0010 0.0832 252
L*,L% 0.372 0.628 0.0037 0.0408 1857
L+>H*,H% 0.636 0.364 0.0006 0.0616 214

H*,L*,L% 0.241 0.759 0.0012 0.1856 116
L+H*,L*,L% 0.302 0.698 0.0025 0.1032 437
L+H*,L+!H*,H% 0.720 0.280 0.0011 0.1598 125
none,L+!H*,L% 0.328 0.672 0.0010 0.0761 241

none,L+H*,L*,L% 0.309 0.691 0.0033 0.1070 324
H*,none,L+H*,!H% 0.364 0.636 0.0011 0.0533 220
L+H*,none,L*,L% 0.375 0.625 0.0010 0.0447 248
L+H*,none,L+H*,H% 0.585 0.415 0.0006 0.0213 284

none,L+H*,none,L*,L% 0.385 0.615 0.0016 0.0521 161
none,L+H*,none,L+H*,H% 0.631 0.369 0.0011 0.0367 149
none,L+H*,none,L+H*,L% 0.429 0.571 0.0006 0.0236 140
none,none,L+H*,L+H*,!H% 0.462 0.538 0.0002 0.0095 117

Table 7: Most informative sequences that end with a boundary tone. Theχ-Square test applied to the marginals ns|t with
t the patterns of the table reveals a dependence between the tones t and the type of speaker s with significant results
(p-value<2.2e-16 ,χ2= 416.5018, df= 15).

verbs in order “to sound impressive” (Bolinger, 1998, pg. 727). This tendency to focus on
non-semantically relevant words has been observed in otherstudies (Rodero, 2007). As a con-
sequence, broadcasting speaking style does not consist of neutral speech; rather it is a marked
style from the standpoint of prosody. For this reason, studies relating to the reading of news on
the radio characterize it as a style of speech that uses emphatic prosodic patterns, maintained in a
high level of pitch, combined with a fast speech rate and few pauses providing a regular reading
pace. At the same time, radio newscasters have been observedto have a higher pitch than that
used in natural speech or conversation. Price (2008, pg. 305) defines this as an “overall intona-
tion template”. In this respect, Cotter’s study (1993) showed that newscasters engage in a very
definite style which is characterized by high pitch and high variability compared to the patterns
found in conversation. Meanwhile, Grawunder et al. (2008) described German newscasters’ style
as having a higher pitch range than their peer reporters.

Our results confirm this thesis. Tables 6 and 7 show that the characteristic patterns of radio
news style contrast with the patterns of the announcers. Thelow tones L* and L% are frequently
used by the latter. 85% of the patterns in table 6 have a tone L%. The tone L* only appears
once among the patterns that characterize radio news style.This fact is in contrast with the
massive appearance of high tones (H% and H* in several configurations and alternatives) among
the characteristic patterns of radio news style. Also in table 6, it can be observed that only one
of the newscasting sequences does not have a high tone. In table 7, only one of the characteristic
patterns of radio news style does not end in tone H%, ending intone=%, instead a boundary
tone that also contrasts with the boundary tone L%, as it usually has higher F0 values and not a
descending boundary but a suspending one. These results confirm that radio news style is based
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on an emphatic intonation, as showed in the mentioned studies.
It should be noted that there are some patterns that appear recurrently as the length of the pat-

terns increases. This is the case of the sequence “L%,H*”, which also appears in “L*,L%,H*”;
“L%,H*,L +H*”; “L%,H*,none”; “L +!H*,L%,H*”; “none,L*,L%,H*”; and “L*,L%,H*,L +H*”.
These patterns, along with the pattern “L*,L%”, seem to be the ones that best characterize the
style of announcers reading news. Something similar happens with the pattern “L+!H*,H%”,
which seems to characterize the radio news style. The systematic and repetitive use of long
prosodic schemes, with intentionally high tones such as L+H* and H%, interspersed with un-
accented words (tone “none”), configures the typical singsong of these speakers, described by
several authors, as commented previously.

The systematic repetition of emphatic/rhythmic patterns is also observed in our results. Among
radio newscasting patterns, it is frequent to find sequencesof considerable length which com-
bine the tones L+H*and H%. For instance, in table 6, the sequence “none, L+H*,H%” and
other similar sequences, can be observed. The tone L+H* is associated with emphatic intona-
tion. Newscasters often need to emphasize the words of the message in order to try to keep the
listeners attention.

For European Spanish, Rodero (2013) confirmed the constant presence of emphatic contours,
regularity in the use of pitch patterns and constant emphatic stress, mantained at a high pitch
range with the aim of focusing the listener’s attention on the data presented in the news. As
Wheatley states, “inappropriate emotional intonation, perhaps, springs from the desire to put a
great deal of expression into one’s speech” (1949, pg. 213).In de-la Mota and Rodero (2012),
the authors showed the presence of ascending demarcation pitches in intermediate phrases, the
use of phonic resources to mark the beginning of a new prosodic unit, and various modifications
in the accent pattern. This prosodic pattern is often commonat the end of declarative sentences
and is characterized by a strong, fast pitch rise followed bydescending pitch in the same word.
In our results, radio newscasters have few descending patterns. As it can be seen in table 7, the
nuclear configurations that appear with a higher frequency among the characteristic patterns of
the announcers are of the type “L*,L%” or “L+!H*,L%” or “L +H*,!H%”. Table 6 shows that
the tone following the boundary tone L% is usually tone H*. These sequences are less frequent
among the patterns associated to newscasting. These configurations associated to descending
boundaries - known in Spanish as “cadence” format (L* L%) or “semi-cadence” L+H* !H% - ,
are used by speakers to denote a more interpreted, more paused and planned speech. Among the
newscasting characteristic patterns these configurationsnever appear. The typical boundaries of
radio news style are rising patterns of the type “L+H*,H%”. This way of cueing the boundary is
called “anti-cadence”. When a fragment presents the “anti-cadence” configuration, it indicates
that the speaker has not finished talking and relevant information remains to be added to reach
the full meaning of the statement. Possibly, the speaker tries to keep the attention of the listener,
who will wait until the utterance is finished.

If the patterns that end with a boundary tone are compared with the rest of the patterns, the
former do not seem to be more characteristic than the latter.In fact, the values of I(t; S) are in
general smaller in table 7 than in table 6. However, for similar values of I(t; S), they usually have
a higher value of I(t̄t; S). This is because the number of patterns ended with a boundary tone is
lower than the total number of patterns, and this has a considerable impact on the computation
of the metrics. For practical purposes, using this type of patterns to characterize a style can have
advantages, as they are easier to locate automatically (Aguilar et al., 2009), but it is not clear that
they are the most determinant to characterize style in this case.

Related to this is the fact that the combinations of a boundary tone plus initial emphatic tone
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1 2 3 4 5
Q1 9 15 25 42 133

Positive Negative Both None
Q2 141 38 36 9

Table 8: Distribution of answers in the results of the perceptual test. The sub-table entitled Q1 corresponds to the
questions referring to perceptual differences between the members of the pair of utterances: 5 indicates clear differences.
The sub-table entitled Q2 corresponds to the test of radio news speaker style identification. Positive is the number of
times the news speaker is identified. Negative is the number of times the advertising speaker is identified as a news
speaker. Both and None are the number of times that listeners assess that both or none of the utterances could belong to
a radio news speaker.

seem to be a quite relevant pattern in marking style. The highpresence of the sequence “L%,H*”
has already been discussed. The patterns “H%,L+>H*” and “SON,L+>H*’ appear in table A.9.
The last one deserves special attention because it is the only time a beginning of utterance accent
appears as relevant.

5. Subjective evaluation

The first goal of the perceptual test was to assess whether several pairs of utterances, with
the same text content but with two different sequences of tones associated to them, were per-
ceived differently. The second goal was to evaluate whether the sequences of tones that had been
identified as characteristic patterns of the radio news style were associated with this style by
listeners.

A set of sentence pairs were selected from the corpus so that,in each pair, one of the utter-
ances belonged to the radio news style and the other to an announcer. The speakers in each pair
uttered the same text. An automatic script divided the news items into sentences and checked
whether the sentences contained the characteristic patterns listed in tables 6 and 7. The se-
lected sentences had to contain characteristic prosodic patterns of the speaking style to which
the speaker belonged. Additionally, this sentence could not contain any characteristic prosodic
patterns of the other style to be selected.

As the goal of the test was to evaluate the representativeness of the sequences of tones,
we intended to minimize the impact of speech rate and pause duration in the decisions of the
listeners. The pairs were selected so that the duration of one of the sentences was not permitted to
be 10% longer than the duration of the other one. The final testing set was compiled by applying
a random selection from all the pairs satisfying those criteria. Sixteen pairs of sentences were
selected, corresponding to the number of pairs of speakers of the different styles.

The following questionnaire was elaborated:

Q1 To what extent do you perceive differences in how these utterances are expressed regardless
of the fact that they are in different voices? The possible answers are: 1 (I do not perceive
any difference), 2, 3, 4, 5(the pair of utterances are clearly different).

Q2 Which of these two utterances would you most likely hear in radio news services? The
possible answers are: [utterance A, utterance B, both, noneof them]

The first question was included to obtain information about how the use of different prosodic
patterns was perceived. The second question was included toassess whether, in the cases where
the pair of sentences were differently perceived, the radio news style could be identified.
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A web interface was programmed to ask the listeners about their demographics (age, sex
and residence) and additional questions about profession, degree of knowledge in linguistics or
communication, relationship with the media, and whether they are regular listeners of radio. The
test was completed by 14 listeners, resulting in a total of 224 answers presented in table 8.

The results corresponding to question Q1 show that it was easy for the listeners to identify
differences between the pairs of utterances. The mean value of Q1 is 4.2 and its standard devia-
tion is 1.1. The t-student test indicates that this value is significantly greater than 4 with p-value
=0.001495.

As for Q2, the percentage of positive answers (informants that identify the radio newscaster
correctly) contrasts with the percentage of informants that judge the announcer or none of the
speakers to be the radio newscaster (79.2% vs. 20.8%). The binomial test applied to these
percentages, shows that most of the informants identify the radio newscasting speakers with a
p-value< 2.2e-16.

The correct style identification percentages of the particular radio newscasting speakers were
f11r: 87.5%; f13r: 85.7%; m14r: 73.2% and m12r: 69.6% (baseline is 50% in all cases). The
lowest value corresponds tom12r. Going back to table 2, we observe thatm12r behaves dif-
ferently than the rest ofnewscasters: the closest speaker is the announcerm09a(I(T;S)=0.004)
and the most distant speaker is the newscasterf11r (I(T;S)= 0.021) . This apparently anomalous
behavior ofm12r and the reported consistency among subjective results and objective metrics
will be discussed in the following section.2

6. Discussion

The purpose of this study was the automatic characterization of prosodic patterns by con-
trasting prosodic styles of two speakers or two group of speakers in this case, radio newscasters
and announcers. The use of the Autosegmental-Metrical conventions and the SpToBI labels has
been shown to provide an easy way to interpret the representation of the characteristic patterns
of radio news style. The method presented in this work is based on the analysis of sequences of
symbolic qualitative labels, such as SpToBI labels. Other type of symbolic representations of
the prosodic contours such as MoMEL (Mouline et al., 2004), MeLos (Obin, 2011), RaP (Dilley
et al., 2006) and others could be used in future studies by following the same methodology. Nev-
ertheless, the Autosegmental-Metrical conventions have been useful for identifying the recurrent
patterns that radio news speakers use for capturing attention, as they consider the link between
the sequences of symbols and the corresponding meaning or communicative function, which is a
challenge for other prosodic annotation systems.

The labels generated by our automatic labeling system were validated during the automatic
labeling system training stage. Once the automatic labeling system has been trained, the au-
tomatic labels generated by the system have been not manually revised as in other works like
(Syrdal et al., 2001). As pointed out in the introduction, manual revision in this kind of ap-
plications, in which corpora of more than six hours long are processed, is practically unfeasible.
Despite the fact that the automatic predictions have been not reviewed, the patterns that have been
obtained from the application of the methodology have been shown to be informative. This result

2The samples are available at https://www.infor.uva.es/˜descuder/testNews/. The whole Glissando corpus is available
at http://veus.glicom.upf.edu/
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encourages the use of automatic labels in future applications like, for example, text to speech fol-
lowing a similar scheme as the one following in (Obin et al., 2011; Obin and Lanchantin, 2015)
with the MeLos discrete symbols.

This methodology permits to find characteristic prosodic patterns of a given speaker or of a
given speaking style analyzing sequences of automatic SpToBI labels. Therefore, our proposal
tries to complement other methodologies that characterize speaking style by using other features,
like the first and second formant of the vowels (Eskénazi, 1992) number and duration of the
prosodic units and pauses (Degand et al., 2009; Goldman et al., 2009), lexical features (Adda-
Decker and Lamel, 1999; Graciarena et al., 2006; Shriberg et al., 2009; Wang et al., 2013) the
disfluencies (Moniz et al., 2014; Obin et al., 2008), dynamics of the acoustic features (Higuchi
et al., 1997; Mixdorffet al., 2005; Tarns and Tatham, 2000; Kokenawa et al., 2005) among
others. In addition to this, our proposal contributes to understand the way speakers organize
their discourse by building sequences of boundaries and prominent words with a communicative
purpose.

The statistical analysis methods, compared to methods based on theoretical models have a
limited scope, in the sense that they allow the representation of at most as much information as
there is in the training corpus. This fact, inevitably, is problematic when characterizing style from
a corpus, because it runs the risk of characterizing speakers instead of style. In fact, as shown
in the results, not all the speakers seem equally representative when characterizing the radio
news style. This result is not surprising because, generally, in media and particularly in radio
broadcasting, it is usual that the speakers particularize their utterances using a personal style.
Moreover, most announcers are actors, and adapting to radio news style may not be difficult for
them. The experimental procedure and results of this paper have shown that our methodology
is able to detect cases in which a speaker behaves differently from the rest of speakers in their
group.

7. Conclusions

In this paper we have presented an original methodology for characterizing speaking style.
Our proposal is based on the calculation of the information provided by the different sequences
of prosodic labels to discriminate the style. The relevance of the different sequences of prosodic
labels (or patterns) for characterizing the speaking style can be ranked using these metrics of
information.

The application of the methodology to a corpus of radio speech has permitted a set of proto-
typical prosodic patterns of news speaking style to be identified. The capabilities of the patterns
for identifying speaking style have been successfully tested in subjective and objective tests.

The use of the well-known ToBI standard for defining the prosodic patterns has easily permit-
ted the consistency of these patterns to be contrasted with respect to the ones that were expected,
according to the observations reported in the state of the art about news speaking style.

The methodology has shown its capacity to obtain more information than the one that classi-
cal speaking style approaches can, mainly based on measuring the variation of acoustic features.
Although the information given by the prosodic patterns can be useful in characterization activi-
ties, it can not be a substitute for the information given by the acoustic features, which seems to
be more relevant in identification tasks.
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Sequence of tones ps=newscaster|t ps=announcer|t I(tt; S) I(t ; S) #

L*,none 0.758 0.242 0.0003 0.2068 128
L%,H* 0.248 0.752 0.0019 0.1860 938
H*,L+¡H* 0.257 0.743 0.0006 0.1732 300
SON,L+>H* 0.721 0.279 0.0002 0.1502 111

L*,L%,H* 0.183 0.817 0.0012 0.3065 344
L+!H*,L%,H* 0.192 0.808 0.0004 0.2879 125
L%,H*,L+H* 0.225 0.775 0.0009 0.2248 342
L%,H*,L+¡H* 0.243 0.757 0.0003 0.1940 152
H*,L*,L% 0.246 0.754 0.0003 0.1900 122
L%,H*,none 0.264 0.736 0.0005 0.1625 288
L+H*,H%,L+>H* 0.726 0.274 0.0003 0.1574 186
H*,L+¡H*,!H% 0.274 0.726 0.0002 0.1488 117
L+H*,L+!H*,H% 0.714 0.286 0.0002 0.1414 140

L*,L%,H*,L +H* 0.156 0.844 0.0005 0.3675 128
none,L*,L%,H* 0.195 0.805 0.0006 0.2821 195
!H%,none,L*,L% 0.223 0.777 0.0003 0.2282 112
L+H*,L*,L%,L +H* 0.256 0.744 0.0002 0.1736 117
L+H*,L%,H*,L +H* 0.268 0.732 0.0002 0.1562 123
none,none,L+H*,L* 0.282 0.718 0.0002 0.1379 103
none,L+!H*,H%,none 0.706 0.294 0.0002 0.1311 109

L+H*,L%,none,L+H*,H% 0.752 0.248 0.0002 0.1980 101

none,L+H*,H%,none,L+H*,H% 0.743 0.257 0.0002 0.1823 101
L+H*,H%,none,L+H*,H%,none 0.717 0.283 0.0002 0.1449 113

Table A.9: Sequences of tones sorted in terms of the metric I(t;S). Only tones with I(t; S)> 0.13 are displayed.

Appendix A. Characteristic patterns

In this appendix four tables containing the list of the most informative patterns when charac-
terizing the target style are presented. In all the tables, the first column contains the pattern or the
sequence of tones. The second and third columns contain the relative frequency of occurrence
of the pattern in each style. Boldface is used to highlight inwhich type of speaker the pattern is
more frequent.

The fourth column is the value of the metric I(t; S) corresponding to the pattern t of the row.
This metric has been computed as indicated in Equation 4. Thefifth column is the value of the
metric I(tt; S) computed as indicated in Equation 3.

Tables A.9 and A.10 differ from tables A.11 and A.12 as the latter contain only final patterns
(ended by boundary tone). Tables A.9 and A.11 are sorted in terms of I(t; S) while tables A.10
and A.12 are sorted I(tt; S).

The Chi-Square test was applied to the marginals ns|t with the patterns t in the tables. Signif-
icant results with p-value<2.2e-16 that there is a dependence between the tones t and thetype of
speaker s: X-squared= 861.5542, df=22 for table A.9; X-squared= 1545.007, df=16 for table
A.10; X-squared= 743.405, df=24 for table A.11; and X-squared= 771.705, df=16 for table
A.12.
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Sequence of tones ps=newscaster|t ps=announcer|t I(tt; S) I(t ; S) #

L%,H* 0.248 0.752 0.0019 0.1860 938
L*,L% 0.368 0.632 0.0010 0.0480 1926
L+H*,H% 0.569 0.431 0.0008 0.0151 4803
L+!H*,H% 0.698 0.302 0.0007 0.1200 539
L+!H*,L% 0.346 0.654 0.0006 0.0666 859
H%,L+H* 0.610 0.390 0.0006 0.0374 1340
H*,L+¡H* 0.257 0.743 0.0006 0.1732 300
L+H*,L* 0.320 0.680 0.0005 0.0915 512
H%,none 0.567 0.433 0.0005 0.0144 3278

L*,L%,H* 0.183 0.817 0.0012 0.3065 344
L%,H*,L+H* 0.225 0.775 0.0009 0.2248 342
none,L+H*,H% 0.599 0.401 0.0008 0.0308 2279
L+H*,L*,L% 0.294 0.706 0.0006 0.1220 456
L%,H*,none 0.264 0.736 0.0005 0.1625 288
L+H*,L%,H* 0.297 0.703 0.0005 0.1178 370

none,L*,L%,H* 0.195 0.805 0.0006 0.2821 195
L*,L%,H*,L +H* 0.156 0.844 0.0005 0.3675 128

Table A.10: Sequences of tones sorted in terms of the metric I(tt̄; S). Only tones with I(t̄t; S)> 0.0005 are displayed.
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Sequence of tones ps=newscaster|t ps=announcer|t I(tt : S) I(t : S) #

L+!H*,H% 0.698 0.302 0.0028 0.1279 477
L+!H*,=% 0.659 0.341 0.0010 0.0832 252
L+>H*,H% 0.636 0.364 0.0006 0.0616 214
L+¡H*,LH% 0.354 0.646 0.0004 0.0544 161
L+!H*,L% 0.364 0.636 0.0018 0.0468 800
L+!H*,LH% 0.610 0.390 0.0003 0.0420 154
L*,L% 0.372 0.628 0.0037 0.0408 1857

H*,L*,L% 0.241 0.759 0.0012 0.1856 116
L+H*,L+!H*,H% 0.720 0.280 0.0011 0.1598 125
H*,L+¡H*,!H% 0.298 0.702 0.0006 0.1078 104
L+H*,L*,L% 0.302 0.698 0.0025 0.1032 437
none,L+!H*,H% 0.667 0.333 0.0009 0.0934 165
none,L+!H*,L% 0.328 0.672 0.0010 0.0761 241
L+H*,L+!H*,L% 0.333 0.667 0.0009 0.0708 222
none,L+¡H*,L% 0.640 0.360 0.0008 0.0674 214
none,L+!H*,=% 0.629 0.371 0.0003 0.0573 105
none,L+H*,H% 0.600 0.400 0.0048 0.0364 2114
H*,L+H*,!H% 0.385 0.615 0.0006 0.0312 343

none,L+H*,L*,L% 0.309 0.691 0.0033 0.1070 324
H*,none,L+H*,!H% 0.364 0.636 0.0011 0.0533 220
none,L+H*,L+!H*,L% 0.368 0.632 0.0005 0.0496 114
L+>H*,none,L+H*,!H% 0.369 0.631 0.0005 0.0492 103
L+H*,none,L*,L% 0.375 0.625 0.0010 0.0447 248

none,L+H*,none,L*,L% 0.385 0.615 0.0016 0.0521 161
none,L+H*,none,L+H*,H% 0.631 0.369 0.0011 0.0367 149

Table A.11: Sequences of tones (ended by boundary tone) sorted in terms of the metric I(t; S). Only patterns with
I(t; S) > 0.03 are displayed.
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Sequence of tones ps=newscaster|t ps=announcer|t I(tt : S) I(t : S) #

”L+H*,H%” 0.571 0.429 0.0048 0.0191 4438
”L*,L%” 0.372 0.628 0.0037 0.0408 1857
”L+!H*,H%” 0.698 0.302 0.0028 0.1279 477
”L+!H*,L%” 0.364 0.636 0.0018 0.0468 800
”L+H*,!H%” 0.460 0.540 0.0010 0.0027 6133
”L+!H*,=%” 0.659 0.341 0.0010 0.0832 252

”none,L+H*,H%” 0.600 0.400 0.0048 0.0364 2114
”L+H*,L*,L%” 0.302 0.698 0.0025 0.1032 437
”none,L*,L%” 0.396 0.604 0.0014 0.0248 942
”H*,L*,L%” 0.241 0.759 0.0012 0.1856 116
”L+H*,L+!H*,H%” 0.720 0.280 0.0011 0.1598 125
”none,L+!H*,L%” 0.328 0.672 0.0010 0.0761 241

”none,L+H*,L*,L%” 0.309 0.691 0.0033 0.1070 324
”H*,none,L+H*,!H%” 0.364 0.636 0.0011 0.0533 220
”L+H*,none,L*,L%” 0.375 0.625 0.0010 0.0447 248

”none,L+H*,none,L*,L%” 0.385 0.615 0.0016 0.0521 161
”none,L+H*,none,L+H*,H%” 0.631 0.369 0.0011 0.0367 149

Table A.12: Sequences of tones in final possition of the intonation phrase sorted by the value of the metric I(tt̄; S). Only
tones with I(t̄t; S)> 0.001 are displayed.
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