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Abstract

In the present paper we present a new approach to the synthe-
sis of filled pauses since they are as frequent as most frequent
words in conversational speech. The problem is tackled from
the point of view of disfluent speech synthesis. Based on the
synthetic disfluent speech model, we analyse the features that
describe filled pauses and propose a model to predict them. The
model was implemented and perceptually evaluated with suc-
cessful results.
Index Terms: speech synthesis, disfluent speech, filled pauses

1. Introduction
If synthetic voices want to be integrated in future technology,
they must simulate the way people talk instead the way peo-
ple read. Synthetic speech must become conversational-like.
Therefore, we claim it is necessary to move fromreading to
talking speech synthesisers. Both styles differ significantly
from each other due to the inclusion of a variety of prosodic
resources affecting the rhythm of the utterances. Disfluencies
are one of these resources defined as phenomena that interrupt
the flow of speech and do not add propositional content to an ut-
terance [1]. Despite the lack of propositional content, they may
give cues about what is being said to the listener [2]. Disfluen-
cies are very frequent in every day speech [3] so that it is possi-
ble to hypothesise the need to include these prosodic events to
approximate to talking speech synthesis.

The study of disfluencies has been approach from several
disciplines, mainly phonetics [4, 3], psycholinguistics [5, 6] and
speech recognition [7, 8]. Different approaches model disfluen-
cies according to their specific interest. The use of disfluencies
in TTS systems brings additional considerations leading us to
introduce an alternative model. This model, in contrast with
others approaches used in TTS such as [9] or [10], considers the
potential fluent sentences associated with the disfluent sentence
and the local modifications produced when the editing term is
inserted. These local modifications can affect speech prosody
and the quality of the original delivery. We showed the rele-
vance of this local modifications by studying the impact of dis-
fluencies on the duration of the syllables surrounding the editing
term of disfluent sentences [11].

In this paper we first show the relevance of filled pauses
(FP) by analysing its frequency of appearance in conversational
corpora. Second, we review the disfluent speech generation
model based on the prosody of constituent fluent sentences plus
local modifications around the editing term[11]. Therefore, in
section 4, we analyse analyse which are the local modifications
in the case of FP and propose a model to predict them. Finally,
we present the results of a perceptual evaluation of the models
and some conclusions.

2. The relevance of filled pauses in
conversational speech

We have analysed the presence of filled pauses in two differ-
ent corpora, none of them is read speech. The LC-STAR and
TC-STAR corpora differ in style but they both have conversa-
tional style speech, and a significant number of disfluencies as
a consequence.

The LC-STAR corpus was developed under the LC-STAR
European project. This corpus consists of 55 hours of speech,
580,000 words and∼100 speakers embracing Spanish and
Catalan. The corpus was recorded in a laboratory, and it com-
prises dialogues of two people who are requested to accomplish
a task by phone. The tasks belong to four scenarios, namelyi)
a hotel, ii) a travel agency, and iii) a tourism office and iv) rail-
way/airline company. Communication was semi-duplex so that
the database is recorded in turns. Speakers utter disfluencies
naturally and frequently because they need to plan their turns at
the time they perform the tasks [12].

FPs represent 1.7% (i.e., 5,723 utterances) of the words
in the Spanish corpus and 1.3% (i.e., 3,292 utts) in Catalan.
The relevance of these numbers can be illustrated by comparing
them with the frequency of the most common word in the Span-
ish corpus. It is the preposition“de” 1 and represents 3.4% of
the words in the corpus (i.e., 11,038 utts), and the FP is the 7th
most frequentword. Additionally, the word“de” is the most
frequent in Catalan and represents 2.6% of the words in the cor-
pus, and the FP is the 10th most frequent. FPs are as frequent
as the preposition“a” 2, which appears 4,842 times (1.5%) in
the Spanish corpus and is equally frequent as the verb“ és”3 in
Catalan (1.5%). These findings clearly illustrate the importance
of disfluencies in these corpora, showing its spontaneous na-
ture. FPs are probably the most studied type of disfluency, and
they are as frequent in spontaneous contexts as some common
non-content words.

The TC-STAR corpus consists of parliamentary speeches.
It contains about 9 hours and 70,000 words in Spanish and En-
glish. Speakers are either members of the parliament or inter-
preters. The Spanish corpus was recorded from the Spanish
parliament emission and the English, from the European parlia-
ment emission. It contains 1.5% FPs.

Despite the fact that parliamentary speech may be better
planned and more carefully released, FPs are present in a sim-
ilar amount to those in more conversational-like speeches (for
Spanish, it is 1.5% in this corpus, and 1.7% in the LC-STAR
corpus). This result supports the hypothesis that some disflu-
encies should not be considered mistakes but solutions to in-

1de: prep. from; prep.of
2a: prep. to
3és: v.i. is (to be)



time discourse planning [5], even when no conversational-like
speech is produced.

Filled Pauses are as frequent as the most frequent words in
the LC-STAR corpus as well as in the TC-STAR corpus. The-
ses findings indicate that it is not possible to ignore FPs when
conversational speech is the goal.

3. Synthesis of disfluent speech
In [11] we proposed to generate any disfluent sentence taking
into account three different elements. These elements are taken
into account for the generation of any given disfluent sentence
(DS)[13]. First, the original sentence (OS) is the one that was
originally planned. Second, the target sentence (TS) is what
would be uttered if no disfluency was present; and third, the
Editing Term (ET). According to the terminology described in
[14] ET is the cue mark of the disfluency (e.g. filled pauses).
Let us consider the example sentence:Go from left to mmm
from pink again to bluefrom [3] whose disfluency elements can
be identified as follows:

Go RM{from left to}
IP

↓ ET{mmm}, RR{from pink
again to} blue

being RM (Reparandum), RR (Repair), ET (Editing Term)
and IP (Interruption Point) the disfluency elements defined
in [14]. This sentence is somehow related to sentences:Go
from left to rightandGo from pink again to blue, the OS and
TS respectively; and the ET ismmm. We can decompose these
sentences as follows:

DS = PrevRM |RM |ET |RR|PostRR

OS = PrevRM |RM |PostRM

TS = PrevRM |RR|PostRR

wherePrevRM and PostRM are the parts of the sen-
tence preceding and following theRM andPostRR the part
following theRR in the disfluent sentence. Note thatPostRM

only exists in the OS, since this part of the sentence is not actu-
ally uttered, instead theRR is uttered. In the example presented
abovePostRM could beright.

A standard TTS system is supposed to be able to generate
the OS and TS from the DS. A set ofETs can be also selected
if the TTS unit inventory has been built from a database which
also includes a set of disfluent sentences. There exist evidences
that the insertion of the Editing Term implies local modifica-
tions of the acoustic features ofRM , PostRM andPrevRM

(especially if RM is empty) [10]

Figure 1: Synthetic disfluent speech generation process applied
to a sample sentence

Our disfluent speech generation proposal operates in three
stages (Figure 1). First, it uses OS to obtain prosodic parame-
ters related toPrevRM andRM , and TS to obtain the ones
related toRR and PostRR. These prosodic parameters are
the ones used to guide the unit search in the inventory. In the

second step, it obtains theET from the inventory. Finally, it
applies local modifications to the syllables adjacent to theET .
These modifications correspond to the local deviations from flu-
ent prosody might appear at joins between elements described
in this section (PrevRM , RM , . . . ).

In a previous work we showed evidences that fluent and
disfluent sentences differ in these local variations [11]. There-
fore, local models can be used together with standard models
trained on fluent speech. In the following sections we will de-
fine the features that model this local variations and also pro-
pose a model to predict them.

4. Analysis and modelling of filled pauses
In this section first we present the data used in the present study.
Then, we analyse filled pauses to build a list of parameters that
can completely describe local prosodic variations. Afterwards,
proper modelling of these parameters will lead to the synthesis
of disfluent speech.

4.1. Data

The corpus used here is a selection of sentences from the cor-
pus developed under the LC-STAR European project (Section
2). 100 sentences were selected from four different speakers
(3 male, 1 female) to contain as much disfluencies as possible:
133 filled pauses, 71 repetitions and 65 hesitations. Phonetic
segmentation was performed automatically and manually cor-
rected.

4.2. Prosodic description of filled pauses

FPs have been considered as pauses containing non-verbal
sounds instead of silences [6]. First, we compared their du-
ration with the one of silent pauses (SP). If the FPs duration
followed the same distribution than SPs at the middle of sen-
tences, a standard model trained on fluent speech could be used
to predict their duration.
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Figure 2: Length of previous syllable (left), filler (center) and
the silence (right). The total length of the bar shows the total FP
duration.

However, FPs are placed at points where SPs are usually not
placed, and so their features might not be consistent; thus, both
approaches must be compared. Additionally, because of their
value aspauses, we expect a pre-pausal syllable lengthening
affecting syllables before FPs, as has already been described in
the literature [8]. This lengthening must, of course, be one of
the features describing filled pauses.

The pre-pausal syllable duration mean for FPs in our cor-
pus (D−1

syl) is 278ms (±18ms) and for SPs is 222ms (±13ms).
The difference between both means is statistically significant
(p = 0.020). In addition, the difference between FP duration
DFP and SP durationDSP distribution means is also statisti-
cally significant (p ∼ 10

−7). Therefore, it is not possible to
consider SPs equal to FPs, and a specific model for FPs must be
proposed.



In Figure 2, FPs duration is depicted and sorted by length
(shortest at the bottom and longest at the top). For each FP and
from left to right,D−1

syl, Dfil andDsil are depicted, which are
the durations of the previous syllable, the filler and the silence,
respectively.

We can observe that nor the silence not the filler are present
for short filled pauses. Fillers appear only for filled pauses
longer than≈ 250ms. This picture suggests that syllables can-
not be longer than≈ 400ms, and, when the speaker needs a
longer filled pause (i.e. needs more time for planning), a filler
is added at the end. This is due to the human limitation to make
sounds that last for a long time. In this corpus, the limit for
syllables is∼ 500ms. Finally, if this is not enough, silence is
inserted betweenSyl

−1 and the filler. This behaviour suggests
that speakers have an estimation of the time they need to re-
plan speech, since the silence is placed before the filler, and the
second has a limit in duration.

Then, the behaviour of the elements that describe filled
pauses with respect to their total duration can be modelled by a
piece-wise linear function:

Dsyl = K if DFP < K (1)

Dfil =

(

DFP − Dsyl if DFP > K

Dmax
fil if DFP < K + Dmax

fil

(2)

Dsil =

(

0 if DFP < Dmax
fil + K

DFP − K − Dmax
fil if DFP > Dmax

fil + K
(3)

whereDFP is the filled pause duration.Dmax
fil is the maximum

possible length for a filler, andDsyl the syllable duration and
Dsil the duration of the silence.

4.2.1. Pitch contour

An important feature to take into account when modelling pitch
in FPs is slope. For example, syllables at the end of a sentence
are mainly pronounced with a descending pitch slope, but an
interrogative sentence ends with a rising pitch. Therefore, it
is reasonable to investigate whether there is a standard pitch
slope for FP or whether, on the other hand, it depends on other
aspects, such as semantics or syntax [15].

We measured the slope of the pitch contour as the difference
between the pitch evaluated asF0D = F0E − F0B, where
F0E andF0B areF0 at the end and the beginning of the seg-
mental unit. The meanF0D for fluent syllables is1.83± 0.63,
while for fillers it is−11 ± 5.5 at a 95% confidence level. The
difference in means is significant withp << 0.01. This clearly
shows that the pitch contour of fillers tends to be decreasing
compared to that of fluent syllables.

If the speech synthesis system used to generated FP can
apply a continuous contour to each segmental unit, then this de-
creasing slope has to be taken into account. In contrast, many
TTS systems do not modify the segments selected by the unit
selection algorithm. But the prosody description of the target
filler (duration and f0 slope) can be used to select fillers with
the appropriated prosodic features. Thus, the unit slope remains
the same. For these systems, it is not worthwhile to deal with
this issue. Nevertheless, these findings can be used to detect
undesired filler units in the inventory (i.e., the ones that do not
contain a decreasing pitch contour), so that only fillers with de-
creasing pitch are used.

We can also consider a different approach. Let us defineF̄0

as a baseline prediction for theF0 mean of the filler. This pre-

diction is a linear interpolation between the mean pitch values
of previous and following syllables:

F̄0 =
F0

−1
+ F0

1

2
(4)

If we calculate the difference between̄F0 and the mean pitch
value of the fillerF0fil, we can see whether there is a system-
atic relation between both values.
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Figure 3:F0fil − F̄0 for all fillers in the database. Plain line
identifies the mean and dashed lines± one standard deviation
from the mean.

In Figure 3, we can observe that the difference between both
values is∼ −10Hz, and, for 90% of cases, this value is neg-
ative. This implies that the filler pitch is systematically lower
than the sentence pitch contour. Therefore, we will be able to
model filler pitch by lowering the pitch from the pitch of the
contour defined by adjacent syllables. In both approaches, we
are taking the decreasing slope into account.

4.3. Prosodic model for Filled Pauses

In previous section we claimed that it is possible to describe FPs
by setting their duration (DFP ). It consists of the sum of the
previous syllable(Dsyl), the silence (Dsil) and the filler (Dfil)
durations. Additionally, a pitch decreasing factor must be ap-
plied. The distribution ofDFP can be modelled by a piecewise
function, and the pitch factor can be modelled by linear regres-
sion.

4.3.1. Constituents and duration

The necessary parameter to model filled pauses areDsil, Dsyl,
Dmax

fil andDfil. This model has to predict three duration val-
ues. Given that the duration of the syllable previous to the
FPs can be considered a constant, the maximum length of FP
without silence is limited by the maximum length of the filler
(Dmax

fil ). Silences appear only ifDFP is larger than a certain
value. This value corresponds to the maximumDFP when
Dsil= 0. Since this maximum value corresponds to a constant
plusDfil, we can obtainDmax

fil from it.
Equations 5 6 and 7 correspond to regression the lines that

can be used to predict the local parameters that described filled
pauses from their global duration.

Dsyl = 0.277 (5)

Dfil = 0.184 ∗ DFP + 0.130 (6)

Dsil = 0.717 ∗ DFP − 0.320 (7)

From these equations, letDsil= 0, sinceDmax
FP |Dsil=0 =

0.320
0.717

= 0.446, then Dmax
FP |Dsil=0 =Dsyl+Dmax

fil , and:
Dmax

fil = 0.446 − 0.277 = 0.169.
Therefore, the proposed model will distribute the duration

of a FP, giving 277ms to the syllable previous to the filler and the



rest up to 169ms will be the duration of the filler itself. Finally,
if there is still duration to be covered, the rest will be used to
insert a silence in between the syllable and the filler.

4.3.2. Pitch contour

As stated in previous sections, the pitch of a FP is system-
atically lower than its context (i.e., the previous and follow-
ing syllables). Therefore, the proposed approach consists of
calculating theF0 value using theF0 values of the preced-
ing (F0

−1) and following (F0
1) syllables with a regression

model: a ∗ F0
−1

+ b ∗ F0
1

+ c. However, taking into ac-
count that the pitch of filled pauses is systematically lower than
the interpolation line betweenF0

−1 andF0
1, a new feature

F̄0 =
F0

−1
+F0

1

2
can be used to predictF0fil = a ∗ F̄0 + c.

The use of this feature will make coefficientsa andc meaning-
ful. Sincea is a decreasing factor, that gives an idea of how low
the pitch of the FP is with respect to the fluent context, andc

is an offset that models a systematic decrease in pitch that does
not depend on the context. The linear regression ofF0fil with
respect toF̄0 gives the following result:

F0fil = 0.99∗ F̄0−7.72 = 0.99∗
F0

1
+ F0

−1

2
−7.72 (8)

Again, this is a speaker independent model, but speaker de-
pendent models with values estimated for every single speaker
would generate more accurate predictions.

5. Evaluation
The proposed model has been implemented in our TTS system
[16]. The system selects units from a database of 10h speech
recorded by a professional speaker. In addition, we recorded 57
filler utterances as the segmental units selected as fillers.

Our goal was to create a system able to generate filled
pauses without degrading the quality of the existing system. If
we achieved this we could say that our system can generated
filled pauses thanks to the synthetic disfluent speech model. To
evaluated whether we achieved it we carried out a perceptual
evaluation.

The evaluation consisted of a Mean Opinion Score (MOS)
test. We used 5 sentences and 28 listeners participated in the
test. Two versions of each sentence were presented to the par-
ticipants. First, the fluent version (without filled pauses) and
second, the disfluent version, which contained one filled pause
in it. Participants were asked to rated the naturalness of the sen-
tences they listened to in a 1-5 scale.

Both systems achieve a median MOS score of 4. Although
the mean value was slightly higher for the disfluent system this
is not significant. Therefore, it has been possible to include
filled pauses in the TTS system without decreasing its natural-
ness and our goal achieved.

6. Conclusions
In the present paper we showed evidences that filled pauses are
as frequent as most frequent words in conversational speech.
Then, we overviewed the synthetic disfluent model. This model
assume that the prosody of a disfluent sentence can be gener-
ated by means of a standard fluent model, plus a model for local
variations. Then, we have presented an analysis of local varia-
tions of segmental duration and pitch contour of filled pauses.
Afterwards, a regression model has been proposed to predict the
variations. Finally, the proposal was implemented in real unit-
selection system and perceptually evaluated. Results showed

that the model can successfully be used in generated disfluent
sentences with filled pauses without degrading the quality of the
original system.
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