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Abstract

Parallel skeletons are a high-level parallel program-
ming model that specify the overall structure of com-
mon computation patterns, hiding the complex de-
tails of parallel applications.

In this work we introduce an extension to the paral-
lel source-to-source compiler system Trasgo. It intro-
duces a new abstraction level that bridges between
synchronization and communication structures de-
tected at the application level, and the low level prim-
itives for communication.

1 Introduction

Development of parallel software is a quite compli-
cated task. The programmer has to deal with sev-
eral non-trivial issues such as problem decomposition,
data distribution, local computation, data exchanges,
load balancing, or synchronization.

Parallel Skeletons [3] are a high-level parallel pro-
gramming model that abstract commonly-used pat-
terns of parallel computation, communication, and
interaction. Programmers do not have to write the
code to perform the communications or synchroniza-
tions between processors. They only have to provide
the specific code to solve the problem, using the skele-
ton like a template.

Trasgo [4] is a source-to-source compiler system
that translates simple high-level specifications of par-
allel algorithms to lower-level native programs, with

data partition and communication details generated
automatically. Hitmap is the run-time library used
by the back-ends of Trasgo, for hierarchical tiling and
mapping of arrays or sparse data structures.

2 Skeleton support

After studying the state of the art of parallel skele-
tons and analyzing several parallel frameworks, we
have integrated the skeleton approach with the data
partition, mapping, and scheduling plug-in system of
the Hitmap library.

Our solution consists in a skeleton interface using
Hitmap functionalities. It adds a new abstraction
layer for skeletons and uses a generic work pool to
manage tasks. This interface will be used by our
Trasgo system to generate communications for dy-
namic data dependences and structures which appear
in many applications.

The new extension of the Hitmap library takes con-
cepts from state of the art skeleton implementations
such as The Edinburgh Skeleton Library (eSkel) [1]
or the The Munster Skeleton Library Muesli [2]. Dif-
ferent task scheduling and distribution schemes have
been implemented.

3 Experimental results

Experimental work has been conducted to validate
our solution. We have implemented a new benchmark
using the skeleton support. The benchmark solve a
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Mandelbrot set fractal [5]. It is a problem easily par-
alelizable but introduces a load-balancing problem.
Figure 1 shows execution times obtained in a homo-
geneous cluster at the EPCC (Hector). The results
show that the new extension offers a good scalability
and efficiency.
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Figure 1: Execution time for the Mandelbrot set pro-
gram benchmark in Hitmap.

4 Conclusions

Parallel skeletons present an interesting approach
for parallel programming. In this work, we have
added an extension to Hitmap, a back-end library to
the parallel source-to-source compiler system Trasgo.
This extension adds a new abstraction layer to the
system that will help to produce efficient implemen-
tations for codes of higher abstraction level.
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